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PREFACE

This thesis is the result of a request from AFLC/LMT for assistance in conductiig a

Performance Analysis of their near capacity-filled CYBER 73 computers which were

expecting additional workloads in the near future. The problem was investigated using

exhaustive sampling and statistical techniques against typical workloads of actual dtily,

weekly and monthly computer cycles of accounting data.

The problem was vast and complex such that without the aid of prior studie, by

former AFIT students Dodson, Bear, Thompson, Blitt and Heidenreich, the effort may

have been fruitless.

Many Datacenter personnel, including my sponsors, Maj Abbott and Lt. Morgan,

Operations chief, Mr. Davis, and ASD Software analyst, Mr. Merchant, ah ig with

Librarian, Mrs. Kendall, who helped find volumes of background material, were generous

with their assistance. Lt Col Bexfield and Maj Ross, as committee members, and

especially Dr Hartrum, my advisor, provided valuable guidance and direction during the

study.

Special appreciation is due my wife, Vivian, for not only her daily encouragement

and support but also for her vital assistance in proofreading and editing this docu nent.

LeRoy T. Bondurant
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ABSTRACT

\Supporting a request from AFLC/LMTA for assistance in evaluating the

performance of their CYBER-73 computer systen on an expanding workload, this thesis

models and analyzes the existing workload in an effort to explain job elongition in

turnaround time and to predict future performance under hypothesized changes. The

workload of a selected typical month, July, 1981, was used as a baseline for the study.

Through a systematic reduction and parameterization of job characteristics, the baselne

data was clustered and statistically analyzed to detect trends in areas where job delay

could occur. Performance models of elongation areas were subsequently developed,

tuned, and varied to permit maximum workload optimization for the computer system.

A 31 percent reduction in turnaround time was ultimately predicted from a series of 6

recommended changes in current procedures leading to a potential annual savings in

excess of two and a third million dollars for the command's six computer installations.---
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THRUPUT ANALYSIS

OF AFLC CYBER 73 COMPUTERS

I. INTRODUCTION

Any data processing function is responsible for the delivery of computer services to

its users. This responsibility includes the efficient and effectike use of datacenter

resources - hardware, software support systems, operational schedule, and the

installation rules and procedures controlling the production process. That utilization,

together with the factors that effect utilization (e.g., hardware/softw ire failures),

establishes the service levels provided to the user. These levels may be expressed in

terms of the timeliness, accuracy, cost, and reliability of datacente, processing.

The prime objective of data processing management should b, to hold these levels

within certain limits for the current workload and to plan for fulure conditions which

may cause increases in the workload such that, where practical, th.-se service levels are

maintained or improved.

THE CPE FUNCTION

Computer Performance Evaluation (CPE) techniques are us.d to assist the DP

manager in meeting those objectives. Through CPE, management uiually undertakes one

or more of the management tasks of forecasting, resource planning and pricing,

operational analysis, and performance reporting (Ref: 35). Al require that basic

1a



performance information be available if the taiks are to be performed effectively.

These data are customarily made available through data collection activities which

operate in the data processing environment. The degree to which the collected data are

tailored, in part, determines the effectiveness with which the management objectives

are met. Thus a CPE analyst, together with -, description of a system's hardware,

software, and current and projected workload,,, can provide management all the

information necessary to predict the system's tiruput rate, response times, resource

utili.'ation, and the point at which resources will b - exhausted (Ref: 26).

BACKGROUND

Since January, 1978, AFLC has had an ongoing effort to convert computer applica-

tion systems from their aging IBM 7080 computers to the CDC CYBER 73 computers at

headquarters and its five Air Logistics Centers (ALCs) (Ref 2: Attachment 1, 2). Early

simulations and sizing studies estimated thruput ratios from 1.5 to 7:1 of th. CYBER vs

the 7080 was possible (Ref 2: Attachment 1, 2). Actual conversions however, achieved

only a 3:1 ratio (Ref 2:14). Thus a 3:1 ratio, although considered conservative, was

accepted as the performance guideline for the remaining conversions (Ref 2:14). This

decision permitted a fast conversion effort with minimum programmer/analyst

experience (Ref 34).

Recently, as the conversion effort nears completion, a problem has arisen in getting

computer products to the user within acceptable time frames. While CPU times have

been remarkably close to the 3:1 ratio, the turnaround times (time from job input until

output of the final line of print) are increasing with each additional sys*em converted

(Ref 1:2).

2
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Moreover, many of the large data-file and machine-time-consuming systems were

not included in the earlier conversion efforts and are waiting for conversion when time

permits. Given the existing scheduled workload, doubt exists as to whether the current

CYBER hardware configuration can provide the required mission support when those

systems are finally converted and added to the job mix (Ref 1:2).

PROBLEM STATEMENT

AFLC's conversion of application systems from the IBM 7080 to the CDC CYBER 73

computers is not achieving the performance estimate specified in sizing studies

accomplished prior to the conversion. Additionally, statistics on some converted systems

indicate a gradual degradation of performance as more systems are converted and added

to the job mix.

AFLC/LMT requested a thruput analysis of the CYBER 73 computer to determine if

and where a bottleneck existed, and what measures should be taken to alleviate the

problem.

SCOPE

This thesis analyzes the performance and recommends solutions for the workload of

the headquarters AFLC CYBER 73 only. While not specifically investigating similar

characteristics of the ALC computers, it is anticipated that the recommendations for

problem solution will apply to both headquarters and ALC CYBER 73 systems.

A preliminary resource analysis accomplished by LMT personnel revealed that during

certain periods i.e., 0000-0800, the machine is normally reserved for the large

3
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resource-consuming programs. These programs have been determi:,ed to be both I/O and

CPU bound. This leaves little room for system thruput iin)rove lent unless improve-

ments are also made in the user programs as well (e.g., efficien( v in coding, blocking,

etc.) (Ref 20:332-335). It was also ascertained that the job en'ry queue (those jobs

waiting for initial resource allocation) was substantially overload d which negated the

effects of many quick-fix schedule-tuning methods (Ref 31: Inter -iews). Hence, much

of the analysis effort of this thesis centers around an analysis of t e computer's internal

activity. The initial LMT findings, however, saved considerabl, time in developing

hypotheses of the problem areas.

The developed hypotheses and analysis methods are acc, mplishied completely

through Computer Performance Evaluation (ClIE) techniques advan,:ed and advocated by

the IEEE (Ref: 33) and the AFIT School of Engineering (Refs 21:28).

APPROACtH

The approach used to analyze and resolve the thruput problem includes:

(I) Understand the system

(2) Characterize the workload

(3) Develop data reduction/extraction programs to be used to reduce DAYFILE

data tapes to manageable workload parameters

(4) Select statistical programs for use in workload data analysis

4I



(5) Select a representative mix of the workload 1o serve as a benchmark for testing

(6) Hypothesize possible bottleneck areas

(7) Develop an Analytic Model characteristic of the system to use for testing the

hypotheses

(8) Drive the model under varying characteristic changes to deternine what effect

different configuration combinations have on a static workload

(9) Develop conclusions on which to base recommendations

(10) Use the model to verify hypotheses and re!commendations

(1I) Implement the most promising changes within the range that AFLC will allow

i i, 5
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II. METHODOLOGY

TOOLS AND TECH.JIQUES

FORWARD

This chapter discusses the methods and procdures used to accorplishl tile goals of

the thesis. Many of the methods discussed a2 typical for computer performance

techniques employed as state-of-the-art procedures in evaluating computers for thruput

performance. Although some aspects of the system under investigation were known

beforehand to provide poor performance (e.g., input queue overloading, priority by

resource use, etc.) they were nevertheless used along with developed hypotheses to

theorize the overall problem (Ref 31: Interviews).

UNDERSTAND THE SYSTEM

One of the initial tasks in performing the evaluation of a computer system involves

understanding the particular computer system. Five categories of information were

gathered from AFLC personnel directly responsible for the day to day operation of the

CYBER 73 concerning (1) management organization of the installation, (2) character-

istics of the workloads processed by the computer, (3) descriptions of the hardware

configuration, (4) software programs in use, and (5) information as to what computer-

usage data are collected (Ref 5).

6



Vv -ORKLOAD CHARACTERIZATION

The workload oi a computer is defined as the set of all inputs (programs, (cata,

commands) the system receives from its environmnent (Ret 20:221). For the purpose ol a

thruput analysis of the system, software programs, such as compilers, operating system

algorithms, deadstarts, amid scheduling, are considered to be part ot the system overhead

and not included with the job steps defined as the workload (Reis 3:19; 4:1).

Accordingly, the bounds o the workload for this thesis consists ot the specific compdter

programs which must be processed by the computer in order to satisty user requests.

These steps are further delineated by hourly, daily, weekly, and monthly periods. An

additional category, lifetime, extrapolates expected workload increases for tile purpose

of hypothesizing when resources will be exhausted.

One widely used method for characterizing workloads on computer systems includes

modeling jobs by resource usage and event time techniques sucli as a Poisson d:stribution

process to mathematically represent the arrival, execution, and departure of job steps

characteristic of a system's real workload (Ref 19:45). This technique offers stability,

reproducibility, flexibility, and brevity to the model since the actual workloads of

multiprogrammed computers are extremely variable and generally not reproducible

(Ref 4:4).

In fact, the most accurate performance values will be obtained when the system is

measured under its actual workload. The CYBER, through its use of an event driven

software monitor in tie form of a DAYFILE of all user job steps and activities (Ref 13:

Chapter 2-7), provides an accurate portrayal ot the system's actual workload (Ref: 11).

Moreover, The workload of the CYBER-73 is stable although escalating over the long

term, with the same production jobs run week after week. Thus, the workload mociel for

this thesis consists of a sampling of job step extracts from the computt- 's DAYFILE

tapes. Table I shows the features about the job used todescribe the workload.

'g
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TABLE I

VARIABLES AND WORKLOAD CHARACTERIZATION

VARIABLE DESCRIPTION

JOBNAME NAME & organization submitting job

DAYRUN day of week job was run

ARRIVAL time of arrival at control poing

CPUIUSAGE CP time for execution

MEMUSED max core used

lOUSE total I/O time during execution

CMTIME Central Memory usage in word-min

PPTIME total Peripheral Processor time

SS system seconds used

DISKIO disk requests during execution

TAPEIO tape I/0 requests during execution

INQTIME time waiting in resource queues

7TRACK 7 track tape drives used

9TRACK 9 track drives used

7TRACKREQ 7 track drives requested

9TRACKREQ 9 track drives requested

TIMEREQ job card time requested

CMREQ job card CM requested

TURNAROUND time required to complete job

TAPEWAIT time waiting for tape mounting

POSTPROC time spent printing

SORTTIME time from start sort to end of sort

DISKWAIT time waiting access to disk

LINES lines printed

8
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REDUCTION PROGRAMS

A package of three programs were developed to reduce, sort, extract, and

parameterize the DAYFILE data (see Appendix A).

(REDUCTN) This is a PASCAL reduction algorithnm which reads through weekly or

daily DAYFILE tapes to extract jobstep statistics pertaining to user resource usage.

Events excluded from the extract are activities relating to system overhead, user

generated messages, resource use clarification (e.g., catalog), and recovered error

conditions. Also excluded are jobs which started prior to or are still running at the end

of the recorded day (0000 - 2400). Table 2 is an example of a partial DAYFILE with key

data used in the REDUCTN program.

(SORTDF) This is a Sort routine to sort the output of the extraction run by jobname

and time.

(PARAMEX) This is a PASCAL algorithm which receives the output from SORTDF

and builds the workload parameter file. Job step events are systematicall' read and

parameters extracted (or derived as in the case of TURNAROUND time, DISK/TAPE

waiting, etc.). These are subsequently written to a statistical parameter file for input to

SPSS runs for analysis. Table 3 portrays the input format and location of parameter

fields for PARAMEX. Table 4 shows the output parameters and length.

0
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TABLE 2

DAYFILE EXAMPLE WITH KEY DATA

TIME NAME DATA FIELD

23.57.32. MOP2F47. ** TOTAL RECORDS SORTED 000059680
23.57.32. MOP2F46. CATLOG,MI022X0 M1022F0
00.13.33. MOP2F47. LABEL WRITTEN WAS NIOF22FI
00.13.33. MOP2F47. NT66 BLOCKS WRITTEN - 008965
00.13.33. MOP2F47. NT66 BLOCKS READ 008965
00.24.13. MOP2F47. RETURN, M1022F0..
00.24.14. MOP2F47.$OP 00001344 WORDS - FILE OUTPUT, DC 40
00.25.51. MOP2F47.$MS 3584 WORDS (16773129 MAX USED)
00.25.51. MOP2F47.$CPA 713.650 SEC. 713.650 ADJ
00.25.51. MOP2F47.$IO 51108.927 KWS. 1547.382 ADJ
00.25.51. MOP2F47.$CM 52806.451 KWS. 3119.441 ADJ
00.25.51. MOP2F47.$SS 5380.474
00.25.51. MOP2F47.$ACCESSES 43108
00.25.51. MOP2F47.$PP 2325.437 SEC. DATE 06/21/81
00.25.59. MOP2F47. 0000424 LINES PRINTED,LQ12
00.36.14. MOP2H48. UNLOCK
00.48.42. MOP2H48. ( MT 076 ASSIGNED)
00.48.43. MOP2H48. MT76 BLOCKS WRITTEN - 006347
02.30.42. MOPM059. 0000006 CARDS READ, CRI0
02.30.42. MOPM059. ENTERED INPUT QUEUE
02.30.45. MOPMO59.$AC PR00010 TLOO0500 10000000 CM060000
02.30.45. MOPMO59.$AC MT000001 NTOOOOOO
02.30.45. MOPMO59.$IP 00000192 WORDS - FILE INPUT , DC 00
02.30.47. MOPMO59 MOPMOMTIjDM000,TS00,AC=MOMO.
02.30.48. MOPMO59. MOUNTSN=TULIBOI,VSN-TULIBR.
02.30.49. MOPMO59. MOUNTED VSN=TULIBOI,SN-TULIBOIEST=73
02.30.50. MOPMO59. ATTACH,MOUCL,ID=MOVPMSN=TULIBO IEST=00
02.30.56. MOPMO59. ALREADY MOUNTED VSN=TULIBRSN=TULIBOI,EST=00
02.30.59. MOP2-148. SORTMRGI=PROC,I=SORTOUT
02.40.21. MOPMO59. REWIND,ZZBODLI.

10
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TABLE 3

INPUT DATA FORMAT FOR DAYFILE EXTRAC r

KEY DATA

KEY LOC DATA ELEMENT EXTRACTED LOC

$MS 20-22 MASS STORAGE USED 25-30

$CPA 20-23 CPU TIME 26-33

$10 20-22 1/0 TIME 43-50

$CM 20-22 CM TIME 43-50

$SS 20-22 TOTAL EXECUTION TIME 43-51

$ACC 20-23 DISK ACCESSES 33-38

$AC 20-22 7 TRACK REQUESTED 30-31

SAC 20-22 9 TRACK REQUESTED 40-41

$AC 20-22 TIME REQUESTED 37-40

$AC 20-22 CM REQUESTED 55-60

$PP 20-22 PERIPHERAL PROCESSOR TIME 25-34

$PP 20-22 DAY OF RUN 52-53

$EJ 20-22 JOB COMPLETION 2-10

LINES 29-32 LINES PRINTED 21-27

MT 23-24 7 TRACK TAPE ASSIGNED 27-28

NT 23-24 9 TRACK TAPE ASSIGNED 27-28

BLOCKS 27-32 TAPE I/Os 43-48

MOUNTED 21-27 DISK ASSIGNMENT 2-10

MOUNT, 21-26 DISK DRIVE REQ 56-57

ALREADY 21-27 DISK REQ ACKNOWLEDGE 2-10

SORTM 21-25 START SORT 2-10

TOTAL 25-29 RECORDS SORTED/END SORT 2-10

REQUEST 29-38 REQUEST FOR TAPE 2-10

ENTERED 21-27 JOB ENTERED INPUT QUEUE 2-10

11
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TABLE 4

OUTPUT PARAMETERS OF DAYFILE EXTRACT

PARAMETER FIELD

NAME XXXXXX

DAY 00

ARRIVAL 00.0000

CPU 0000

MEM 000000

10 0000

CMTIME 0000

PPTIME 0000

SS 0000

DISKIO 000

TAPEIO 000

INQTIM E 00.0000

7TRACK 00

9TRACK 00

7TRACKREQ 0

9TRACKREQ 0

TIMEREQ 0000

CMREQ 000000

TURNAROUND 00.0000

WAITTIME 0000

POSTPROC 0000

SORTTIME 0000

DISKWAIT 0000

LINES 000000

12 t



STATISTICAL PROGRAMS

The Statistical Package for the Social Sciences (SPSS) (Ref: 34) is an integrated

system of computer programs designed for the analysis of a wide variety of accounting

data to simplify the process of data analysis in a convenient manner. This thesis employs

SPSS almost exclusively for the analysis and hypothesis testing of the workload

parameters used to theorize the thruput problem (see Chapter V Hypotheses). Runs for

levels of measurement on nominal, ordinal, interval, and ratio properties are employed

using CONDESCRIPTIVE, FREQUENCIES T-Test, CROSSTABS, Bivariate Correlation,

Multiple Regression, and Factor analysis techniques.

CONDESCRIPTIVE runs provide measures of central tendency and dispersions about

the mean (Ref 34:1F '. Such tendencies as average I/O time required for jobs, mean

number of disk or tape accesses, overall resource-wait, etc., can be directly provided by

CONDESCRIPTIVE, to permit the quick development of an initial hypothesis prior to

exhaustive testing.

FREQUENCIES computes and presents one-way frequency distribution tables of

discrete or categorical variables (Ref 34:194). Clusters of similarly grouped data may be

selected when kurtosis is suspected or when the range of values is too great. As with

CONDESCRIPTIVE, this procedure is also conducive to initial hypothesis development

leading to a theory on where problems are occurring.

T-TEST provides the capability of computing probability levels for testing whether

or not the difference between two sample means is significant (Ref 34:267). This test

permits the evaluation and detection of differences between effects rather than the

effects themselves. With such a test, measured sample periods in which more or less

13
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jobs are processed, or in which larger or smaller jobs are processed, may be effectively

evaluated (e.g., Saturday vs Tuesday processing). Thus, sinct it is highly probable that

the two samples would be different due to natural variability in the population, a

difference in sample means may be tested for significance ( .hether there exists a true

difference between the two populations) using the T-TEST.

CROSSTABS provides an easy to use joint frequency di. tribution of variable cases

according to two or more classifications of variables. Using CROSSTABS a quick perusal

of its output tables gives indications of how dramatic a differenc is between sets of

data (Ref 34:220). Thus, hypothesis tests, based on statistical resIlts from other SPSS

routines, e.g., FREQUENCIES, can be confirmed or denyed through the use of

CROSSTABS procedures. On the other hand, if all reasonable test variables fail to reject

a hypothesis, while not having proved the contention, at least efforts to falsify it proved

to be fruitless (Ref 34:222).

BIVARIATE CORRELATION provides a single number which summarizes the

relationship between two variables, such as I/O usage vis-a-vis TURNAROUND. The

correlation indicates the degree to which variation in one variable is related to

variations in the other (Ref: 23). The procedure may be expanded to provide a means for

comparing the strength of relationships between one pair of variables and a different

pair. The method, nonparametric, which assumes randomly distributed cases of

variables, is less stringent and detailed than the CROSSTABS procedure yet provides a

quick and easy analysis of variables which may be used to supplement CROSSTABS. The

method is particularly useful with a large number of categories or ranks of variables and

requires nothing more than an ordinal level of measurement.

14



MULTIPLE REGRESSION uses generalized techniques of coorelation analysis

providing measurements of data on a large number of indeptndent variables (Ref: 22).

Multiple Regression techniques are used as descriptive tools to find the "best" predictive

equation and evaluate its predictive accuracy and as a control for other factors in order

to evaluate the contribution of a specific variable or variables on a theorized

phenomenon.

Hence, Multiple Regression provides a good tool for expldining system performance.

As an example, a regression of TURNAROUND time against CPtJ Usage producing a

Correlation Coefficient of .98, would indicate that jobs were ;pending almost all of their

time in the CPU while other factors, I/O, etc., had little impact on TURNAROUND

(Ref: 23). Thus regression techniques, particularly a stepwisc regression where a

dependent variable (possibly TURNAROUND time) is successively regressed against

independent variables, until the group explaining most of the variation in the dependent

variable emerges, will be used for most primary hypotheses development.

FACTOR ANALYSIS, an iterative correlation procedure, pros ides a data reduction

capability for ease in rearrangement, or reduction of data to a smaller set of factors or

components that may be taken as source variables for the ot served interrelations in the

data (Ref 34:469). More common uses of the procedurt include exploratory - the

exploration and detection of patterning of variables with a v ew of the discovery of new

concepts and a possible reduction of data; confirmatory uses - testing of hypotheses

about the structuring of variables in terms of the expected n-Imber of significant factors

and factor loadings; and uses as a measuring device - the co )struction of indicies to be

used as new variables in later analysis.

15 4



The method applied in this thesis will primarily consist of confirmatory, or

hypothesis testing. That is, to test a premise that there rna) exist sor,.e underlying

regularity in the observed correlation of a variable which is influence l by various

determinants, some of which are shared by other variables ,n the jet.

BENCHMARKING

Benchmark is defined by Hatt as a set of programs characteristic of a user's or a

system's workload which is provided to commercial manufacturers for tie purpose of

testing the performance of a computer under operational conditions - whether it can do

the jobs and how long it takes (Ref 9:1). Futherinore, Goff (Ref 9:ix) sugg, sts that for a

computer evaluation, a benchmark should be comprised of:

(1) a mix of jobs that is representative of the user's proi 'cted worl load over the

life of the system

(2) Demonstrations of data storage equipment and techniques.

(3) Computer programs designed to test specific functions.

For the purpose of this thesis, benchmarking is limited to (I) above - establishing a

workload representative of the present and projected workload of the CY3ER-73. This

workload will be derived, measured, and statistically evaluated to assure consistency

with the system's real workload and thereafter called the benchmark. Subsequently,

models characterizing the functions and resources of the system will be leveloped and

driven by the benchmark to evaluate performance under existing and proje( ted loads, and

under varying configuration mixes for explanatory and predictive purposes.
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MODELING

One of the more useful and practical tools for explaining and predicting

performance on computer systems is the technique of mod ling. Buzen defiIes modeling

as a comnputer program that receives, as input, a description of a system's hardware,

software and workload which on the basis of the given data, calculates what the

performance of the system will be (Ref 12:2). Modeling techniques used for this

performance evaluation include the analytic techniques of queueing theory and

multivariate analysis (Ref: 23)

ANALYTIC MODELS are essentially a set of equations that describe the

performance of the system being studied. These models, used chiefly for predictive

purposes, are called upon to evaluate the effects of various changes to a computer

system's internal components and external workloads. Analytic models provide a means

for assessing their impact before any changes are actually made (Ref 12:3).

QUEUEING models provide the basis for most analytic modeling. Queueing models

are characterized by waiting lines, or queues, leading to some server. --he servers

correspond to the components of the computer - I/O devices, CPUs, channels. Although

much simpler to develop than simulators. A queueing model must tiake many

assumptions about distributions which cannot be met in many complex systems (Ref

22:65).

MULTIVARIATE analysis techniques for modeling have been used sparingly in the

evaluation of the performance of computer systems and, generally, because of the

complexities of most large systems, problems of linearity, additivity, and

non-multicollinearity tend to complicate the interpretation of the results of this
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approach, raising questions about the interpretive conclusions reached. However, many

of the problems inherent with simulation and queueing models, such as the inability to

model software and scheduling algorithms, are not present to degrade the predictive

capability of multivariate analysis (Ref 23:65).

Through multilinear regression, factor analysis, and discrininant analysis, actual

accounting data from a system's typical workload can be analyzed to develop hypotheses

about the performance of a similar workload given a change in the characteristics of one

or more of the system's components. Subsequent analysis of variants (after the actual or

simulated change) would provide sufficient verification that the hypotheses did, indeed,

prove correct (Ref 23:67).
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III THE AFLC CYCRER / 1 L VIRONMFLN I'

IN rR~c)ni~ [: ON

Ii' is , hapt-r describes t h:. salient f-a tures t the 7 ih.P/3 s~ sl- aid i-

environmxenit orgaflhidtion as colt igured at lieadqi ir te rs, t\Ft t' Th p'irp(cme htcre is t,)

provide a desc~ription of those systemn characteri' tics \vij h tidiy ser vu a-s a hackgroun'!

toi- the workloid and per formiance analysis carriec olit in lat 'r chipt.-A S arid not to delv

into lengthy details of the frill system. The cotiipu ter ifself can consist of addintona!

features, niot all ot which pertain to the systemn is irstjlled at AFLC%', and not all j,

which are pert inent to the problern analysis. The 2ontrol lVita Corporat ion's 6000 series

documentation, references 14 through 17, explain, in det.-il the spec ific characteristics

of a fully configured (?YRERZ 73 systemn and its ::aipah)ilitics. FLxtrac-ted references t )

h,,rdware and software featuros are primarily fromi thnse iiinnals.

SYSTEMOVERVIE~W

The CYI3ER 73 is a imulti-prograirimed, r ulti-processing. file oriented system

consisting of a mainframe and a flexible assortinei t of per ipheral atnd control equipment.

The systein is designed to overlap as mnany pro :esses as possible thr-ough the use of

independent processors called Peripheral Prcvces~ors. The inaiiifraine contains 20 of

these Peripheral Processors and the data channels necessary to :oinmimiicate with the

peripheral equipment; a Central Memory (CM); a central processor unit (CPU), with 24

operating registers in the arithmetic unit; and tL~e attendant control logic to drive the

components (see Figure 1).



HARDWARE CONF JR ATION

CENTIR A"L P)OCESS10R. The 'PI is Alil ar itlreot ic procel 1.r 1 r 01 ri I, if I- ts

only with Central Memory. It is isolated from the Priherdl Pro, ,., i,, thc s is I rt.

to carry on (omnputations inenrumbered by itlpk t!.orIit,)pit r('.q i c. ,w > M,,nor tr.iwsf,.r

ri t is uF to one word every 00 nanoseco,ids.

PIL I PHEiZ.-L PROILt 1Yl.SO , are ie(.ntic,- , s t! ,Aer iril A1 rr .., p ,, ters vhich

oper-I te iIdC'podeIt I y of a.rId Inul tanC(us l w ith the (_Pl l arid other. Many,

p)rorr, l tl %i may be rinning At the saifie, time, or -I (-oiribin.ttion i pro(_- ,sors can b-

involved in one progra i reqiiiring a variety of input/olitput tasi, as ,veil as the use of

the Central \emory and the central processor. The CAM'tl_ 73 has two hanks of ten

periphe-ral processars tied to two sets of hi-dire :tional paths to ( entril memory. lip to

four processors nony bte writiirg in Central Meytory while Another tur lire simultaneously

reading from Central Me,nory (see Figure 2).

The CY1IER 73 is A fill multiprocessing systen w'hen 1inil CNP's are a part ot the

configuration. AFLC's system, however, is conflytired with j.ist one CPU. Quasi

multiprocessing is nonetheless accomplished with the perplherial processors acting as

system control computers p.,rtorming the slow input/output and supervisory operations

while the Central Processor accomplishes the computational operationls. Each Peripheral

Processor has a 12 bit, 4096 word random-access memory with a :y( le time of 1000 ns

which, as a group of 10 over the hi-directional path, coincids with the minor cycle (100

ns) of the CP I. The cycle time of the PPs however, is not dependent .)n the timing ot

the CPJ.
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1-I -\\NI_ _S. Twenity-sevten channels (24 1/0 plus 3 utility) serve th" com1ponielts )1

the cYBI~lk 1-i. Tho 20i Peripheral Processors communicate with exter '1i ecjiipinerit via

t~iirt. en 1 2 hit (ph is control) channe Is. Eac:h channel (except 0 which 's connec ted to the

real inmi e lock) (onnectV to one or more devices. Although only one ext -rnal device can

utili:- a 11iaiviel At onle t ine, all channels, like all PIH can he- art i e simultaneously.

Each chiil oper itoes at a i axmnun rate of one 12 bit w. ird per 'microsecond. In

addition, a sp ' ial I .?S bit inter lock register tied to two acctes,, chnannels, each

acm o no latm wi bank ot l0 Periphoral Processors, provides a meanms for the Peripheral

lProc, '.sors t O won1110)ca aw ith eamh other without the necessity for Miking Cenitral

CENTR AL ML01-%1ORY is a core inemory with a capacity of 131,r000 (0 bDit words (1.3

million chairactvr po.,,itwios) in 32 banks of 14096 words each. The banks ,re logically

independent and inay b)e phased into operation at 100 ns intervals. The Cen ~ral vMt mory

and data c ontrol amechanisns pertrit a word to move to or from Central Mormory wvery

100 ns. Access to Central Memnory from all areas of the system go to a cornnron mfl, mor y

control and are issued to Central Mlemnory via a bus line to alt r1cnory banks. The

correct baink, iftfree, tccepts the address and flags the memnor y control bijs li,)e to he

cleared. The control accepts addre!,ses from the various sources under a pri )ritv system

at a maximum rate of one minor cycle and issues addresses to Central Memory at one

every 100 ns. All 20 Peripheral Processors, in addition to the CPU ha~e acceis to

Central -Mermory.

PERIPHERAL DEVICES used with the CYBER 73 include thirty-three removable

pack 844-2 disk drives, seven 659 800/1600 BPI nine track tape drives, nine 657 20 if/556

BuPI seven track tape drives, two 405 card readers, three 512 line printers, and one 415

card punch unit. The 844-2 disk drives each have a capacity of 118 million 6 bit

characters, an average access time of 40 ins, average rotational delay of 8.3 ins, with a
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transfer rate of 1.13 million characters per second, providing a total ol line storage

capacity of 3.9 billion characters. Tv'o 7054 disk controllers pcrnntt si.rnul'aneous read

and/or write operations within the dsk subsysten. The 657 and 659 tape drives us(

half-inch, 2400 toot tape reels providing a nax recording capac:ity of 23 and 37.4 rnillioll

characters per reel, tape speed of 250 inches per second, dnd a recording dr.nsity of .55,

and 1600 Bits Per Inch (Bill), respectivly. Table 5 is the fully configured d- .ce-channel

relationship for the CYBER 73 as t onfigured at Headqudrt,_ers AFLC.

SOFTWARE CONFLIURAfION

OPERATING SYSTEM. The operating system for the CIDC CYBEP 73 provides

Supervisory Control Of Prograrn Execution (SCOPE) and is thus in complete control of

the computer. SCkPE accepts input in the form of jobs submitted by users id processes

them as directed by control cards accompanying each job as well as by keyboard

commands input by the operator.

2
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TABLE 5

CYBER 73 DEVICE/CHANNEL IELATION'I1IP

NO. DEVICE ('HANNEL(S) (APACI rY

(1) 844 SYSTEM DISK 32 11 8n chr

(1) 405 CARD READER 1 I 1200 CPM

(1) 405 CARD READER 04 1200 CP\l

(2) 512 LINE PRINTER 04 1200 LPM

(1) 512 LINE PRINTER II !200 LPM

(1) 415 CARD PUNCH II 2?0 M('11M

(3) 844 PERM FILE DISK 24 6 27 1 1Sm char

(3) 844 DEVICE SET 24 & 27 11 8m char

(2) 844 PUBLIC DISK 24 N 27 r1 Sm char

(3) 844 PERM FILE DISK 25 & 30 l grn char

(2) 844 PUBLIC DISK 25 4 30 I1 rri char

(3) 844 DEVICE SET 25 & 30 1igm char

(9) 844 DEVICE SET 26 H Sm char

(9) 844 DEVICE SET i1I I Sm char

(9) 657 TAPE UNIT 12 & 13 5)0 BPI

(8) 65) TAPE UNIT 22 & 23 1600) BPI

(1) 657 TAPE UNIT 22 & 23 556 BPI

(1) 2551 INTERCOM HOST 07

(1) 6612 CONSOLE 10

(1) 6676 DATA SET CONTROLLER 21

25
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iCOPE uses the Periph.r,d Processors (PP) for syste;1 irplt/outf; ,jt t.isks nd the

Central Processor (('1j) to exeute User alid s\stemr jobs. Central 1,einory (CM)

contains user programus v.'itl syste~n soltware iitilities loct d the k~ppi)r and lower

ends. SCOPE uses the Ct 1 I to perform task-, of a compluta nl ,wttire .0ile routing all

input/outpJt functions to tire FPs. In thi i,,,rlir, COP -, by elilloyini, tl,,. CPIJ almost

exclusively for program co, nputatiois, .1-, i ibh s, and ewt utiuns, is ,ble to efficiently

utilize the (CPU (P~et 17: (Aipter I - I ).

A PP can be assiigred to conltrol, riprit/outplt. Job -;,h -dilug, control card

interpreting, system hous..keeping and other tasks cs required. Ii getioral, operations

which tend to require physical movement, inter.'ctivc, responses, waitirg, etc., are

functions assigned to the PPs and not to the high sp,,ed CPU. Tasks ire assigned one at a

time to each PP by the system monitor (JANUS). Wheir an assigned task is completed,

PP signals JANUS which in turn assigns another task to the PP. IANUS operates in PPO

and is in complete suipervisory control of the hardware sy:,tem (Ret 17: Chapter 1-3).

SCOPE uses a progressive queueimg scheine to accoinplish nultiprograi.ming. That

is, three levels of wait queues, each successively smaller in the nuwnber of jobs held,

contain a job until it reaches the CPU for execution. The input queue accepts all jobs

entering the system and holds them until a jobs resources have been assigned and the job

scheduled for execution. The CM queue holds j lbs waiting for central memory and

control point assignment (described below). These are roll/swapped jobs waiting for

reassignment to a control point and/or central memory. Upward to 50 jobs (depending on

total CM available and assigned) may be held in the CM queue. The Execute queue holds

up to 7 queue jobs, competing in a round robin fashion, according to priority. for turns at

control points.
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COiNTROL POINTS. JF to 15 available to user jobs, conta n all loh% operating in a

simultaneotns, multiprogramming mode of execution (execution can ornly be .ico,plished

frorm a control point). All central ine:nory available for user jobs iu controlled and

assigned by the control points. A control point is riot a phvs cal eitity but rither a

concept used to facilitate bo )kkeeping. The control point numb r and r.ontrol point area,

however, are physica quant ties that do appear in the system (Ref 17: Chapter 2-1).

While only one job may be ossigned to a rontrol point, system r-'our(,es sich as central

inemory pointers, channels, equipment and processors require( for the job rnay addi-

tionally be assigned to the control point Ref 17: Chapter 2-2).

Storage assigned to a single control point is contiguous althotigh storage for all

control points is not necessarily contiguou_>. Figure 3 is an ex..mple of how the control

points and associated memory nay appear. In addition to the I control points used for

running jobs, two pseudo control points, numbered zero and 16, , re used 1)y the system.

Control point zero is used to identify system resources ,uch as system libraries,

pointers, and queue tables, not allocated to a job at a control point (Ref 17:

Chapter 2-8). It provides a centralized location for multiple access modles, allowing

them to perforn functions for one or more jobs at their coniol points. This permits

overall reduction of central memory usage - instead of seve al jobs having duplicate

copies of these modules in their field lengths, only one set ol these modules needs to

occupy central memory (Ref 17: Chapter 2-18).

Control point 16 contains the Record Block Table RBT) containing infornation on

each record block in a mass storage device. The RBT is file oriented consisting of work

pairs which are linked to form an RBT chain for each file that exists on -n allocatable

device currently recognized by the system. A maximum of 8192 CM words are assigned
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to contain all the RlT entries active at one time (Ref 17: Chapter '- 'A

kll other control points are used for active user jobs. 0), ;,,, i e- course of

execution a job ,night remain continuously it the same control point (wl-.1 Iiev (,5S Arc

in the system or when locked into the cojtrol point by operator inter vo1it iL n). it it is

more likely that a job will be swapped out while it is only pact l - ly e(X( Ito 1. Whc.' th,

job is swapped back in it is probably associated with a control pit ot ier thai the

control point it previously vc.,ted. Additionally, if, in the diigra,, of Figure 3,

control I needs nore storage. it will be necessary for the inonitor (1ANIT 1) to invoke a

control point monitor (CPMT!R) to obtain the required storage. (.'P1PFR m 't then move

control point 2 upwards to free the space contiguo is to control point 1. 'dded storage

always extends the field length upward (Ref 17: Cha,)ter 2--3).

SWAPOUT is the term used when a job is for ed by (.A)\TR to vc ,a e its control

point when the job is: (I) waiting for CM, (2) waiting permianerit file ccess or (3)

waiting for a permanent pack (Ref 17: Chapter 7-S). On( swapped, hot i the control

point arid central memory are released and made available for reassimntnient. The job,

when swapped in, may be assigned a different control point and i different area in

central memory (since all status tables arid -neiory requiremenits issociated with the job

are swapped along with the job and not assigned to tie control point previously used).

ROLLOUT occurs when a job (I) has non-allocatable equip,ent assigned, (2) is in a

device waiting queue or (3) is in the operator queue wai ing a response to some request.

When rolled out, the job's field length and all of its iemorv is released. Its control

point, however, remains assigned to the job while it % iits in the queue for releasing.

When rolled back in, the job begins active use of its con rol point receiving priority over

the other queue jobs or a job currently executing at tha control point (Ref 17: Chapter4.

7-7).
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SCHE[ULING

OVERVI[:W. The SCOPE- operatiig systemn contra!s tle selertior, of jobs for

execution from the input quetie avid the priority ot joh' beinig proessed. TI e _-heduling

algorithm may swap jobs into or out of exe-ution or imtilite liew lobs w ith higher priority

trai the input queue. lioth the availability of resoureQs and the prioritie o! jobs are

considered in the scheduling process. The criteri,i for lot priorities, are, i part, set by

the priority parameter (P) on the job c-ard dnd by scheduler parameter viriables which

are set by installation management through deadstart procedures (Ref 14: vii).

Optimum scheduling for the CYBE;Z workload has been established according to a

representative job mix of the normal workload over a period of years. The software

control group at AFLC (LMT) has set the scheduler parameter variables to achieve a

maximum balance between system throughput, resource utilization, and jorn turnaround,

although most of the parameters can be changed by the operator at the console.

However, improvements in one area of performance through operator clanges at the

console may degrade another area to a non-acceptable level. Hence, hoth job card

priorities and parameter changes from the console are discouraged.*

PRIORITIES used in the scheduling process are associated with a job but do not exist

for the job continuotsly. They are assigned or evaluiated at different st.tges of a jobs

life. Figure 4 illustrates the assignment of these priorities at various stages of job

processing. Basically, CDC has defined seven priority classes, 0 throi gh 6, in its

standard system.

Class 0 (initiation) - applies to all initiated batch jobs, regardless of their

non-allocatable device requirements. (Non-allocatable devices include tapes

and direct access Extended Core Storage (ECS), but are limited to tapes at

*Interview with LMO and LMT management pers,,nnel, May 198 1.
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AFLC since B( S is not supported). This cla control-. the- 1i st ti'iw. quantuin

used by ea~ch be tch job. Once the job) is swap)ped out, it will h. pldrcd in either

class I or 2 dep 'nding on its resource re(luire rits.

Class I (batch) - includes all batch joY,- whi,' (it ri ot reqi,non0 -allocatable

devices in order to execute.

Class 2 (device) -includes all h)atch jobs \vhit hi r'fImret riltllocataieo levices

to satisfy their execution requiroments.

Class 3 (intercomn) -includes all interactive job,) or ( imiand', processed by

INTERCOM.

Class '4 (mnulti-user) -jobs which are simnilar to intterr oii lass. jos 'And servce

several interactive users. Currently, EDITOR is the o 1ly standard mnulti-user

job provided with the system.

Class 5 (express) - includes all jobs which requiro iim1rnediate proces'sing to

satisfy their requirements. These include:

(1) Jobs directed fromn the input queue by the operator.

(2) Jobs with fixed priorities (these are- priorios directed by job card

parameters).

(3) Jobs that are unlocked using the Unlock FXIP comuind fromn the console.
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(4) Jobs that are dropped, killed or rerun (these are tob> reqtir, ig inino'diate

routing from the system).

Class 6 (graphics) - this feature is not supported by AFLC.

Although installations inay increase this number to 12, AFL: hau f url t!1,ii four l losses

(1, 2, 3 and 5), along with 0, is best suited tor their job flow purposes (Re I1I: Chpter

1,8).

In addition to initiation priorities, shcdluler prioriehos required 0 ac(-o'flpliih

optimal multiprogramming are defined below (Ref 14: Chapter 1,5-9).

Interndl Job Card Priorit (JCP) is factor of the job (lass, its job ca I priority, and

an aging factor. Thi-i factor is weighted and used as a factar in the corni, itation of the

job's job queue priority (JQP).

Job 2ueue Priority (JQ) is used when a job is coinpeti ig with other 1.s for ce itral

memory. This priority is a conbination of factors, including class type, ar 1 is assoc ated

with the job throughout its execution.

Minimum Queue Priority (MINQP) is the level assignud to jobs fir t entering the

central memory queue, or to a job which has used its allott- i ti ne slice ( iantum). This

factor is added to the weighted job class priority to obtain tie IQP.

Maximum Z Priority (MAXQP) is the maximum pi tority a job it the CM queue

may achieve while waiting for scheduling. A job reaches thi, state by agin tie MINQP.
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Aging Rate (AR) is a factor used to weight the priority of a job according to the

time it has spent in the CM queue.

Quantum Priority (QP) is the priority level assigned to a job once it has been

swapped in. lere again, the JCP is weighted and added to the QP to obtain the job

queue priority. MAXQP must be set at a lower value than QP to prevent jobs in the CM

queue from pre-einpting jobs before they have an opportunity to use their tiine slices

(thrashing).

Base Quantum (B) is a measure of time that a job once at a control point, will

maintain a priority equal to QP. That is, PP activity is weighted as one quarter of the

CP time so that jobs performing considerable I/O will not have all of the slower PP

activity charged against CP time.

Maximum Nmber of Jobs Initiated (MAXN) is a parameter used to determine the

total number of jobs which can concurrently run at any given time. Thus, the total of all

jobs, batch or device type, may not exceed the MAXN of that type except for express

type jobs, or jobs which have been pre-aborted because the system could not satisfy all

of the job's requirements (see tape scheduling).

30JB FLOW. (Ref Figure 4). When resources become available, the scheduler is

initiated at one of two entry points. CP.SCHI (entry point A in the diagram) is entered

when a monitor cannot satisfy storage increase requirements for a job in central

memory.

If, after finding a candidate job (see Best .lob Selection) the requirements still cannot be

met, the scheduler enters CP.SCH (entry point B in the diagram). The scheduler may

also enter CP.SCH by initiation from one of the following:
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When a PP routine requests scheduler

When the Field Length (FL) assigned to a joh i' reduced

When scheduler's periodic recall period has i-xired

When scheduler's request stack is full

Once entered, the scheduler will first try to initiait- jobs fr .t the input queue. If none

are available or MAXN is reached, jobs in the CA( qieto which are candidates for

swap-in are selected by priority.

Best Job Selection. The scheduler, once initiated, selects the best ,andidate

meeting all of the following:

(I) The job's CM field length requirements do not ex(_eed available FL +

psuedo available FL (This is the total field leigth of ill jobs swapped out or

terminating) * the sum of the FL of the jobs in CM which have a lower job

queue priority.

(2) The job must have the highest job queue priority among jobs competing for

CM assignment.

(3) The job cannot be locked out.

If two jobs meet the requirements, the job requirii g the larger field length, will be

selected first. If no job can be selected, the scheduler drops out and repeats the process

on the next reentry.
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Sp-&~_ ~ Joh. Once the scheduler finds a candidate job for ,.xecution it checks to

see that there is enough available field length for the job. If there is enOcig available,

the schvdtilr initiates a swap-in. If the field length is ins 'iffic'i,'nt, the scheduler

re-._,co-nplishes its "best job" procedure to find another candidate. On the second try, if

FL is still isufficient, thle scheduler initiates a swap-out ,)f the lowest priority job,

regardless ot wheth,.er that job's quantum has completed. Enough jobs are swipp d/rolled

out to perir it the selected job to acquire its required field length and execute.

Swap-In Job. Jobs which are candidates for swap-in, as detetlined through fl

"best job" selection procedure, are either (I) assigned to the next available ccntral point,

if one exists, (2) assigred to the control point of the first lower priority executing job

which can free up enough field length that, when coupled with available FL, can meet

swap-in's requirenents, or (3) is returned to the CM queue. If a swap-in cannot be

accomplished at this point, the scheduler returns to the Best Job Procedure but this time

to consider only rolled out jobs for selection as candidates.

Termination. Once a job has completed all of its execution, its resources are

returned and an output priority is assigned. The job waits in the output que je until the

output resources required are satisfied. Again, as with input queue priorities, an Aging

Rate factor is applied to jobs waiting for output.

TAPE SCHEDULING is designed to improve overall systein throughput, particularly

as it relates to tape job setup and execution (Ref 14: Chapter 4,25-26). 1\11 incoming

tape jobs are entered in a pre-scheduling queue, a subset of the input queue, to allo,v the

operator some control over the selection of tape jobs for execution. The drive

assignment itself is based on an overcomfnitinent algorithm which assanes that a job

r. does not always need its maximum tape requirements for the full duration of the job and
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that most processing activity uses less than the maximum numbcr )I driv('s necessary for

job execution.

(Job execution in this sense means a particular job step execution. ")at is, a

job may require, for example, four tapes for the entire process bjt only one or

two for any single job step. (e.g., step I - compile using, tape, |, step

2 - execute using tapes 2 and 3, step 3 - sort using tape 4). Therefore, if the

job requests all four tapes for step 2 instead of just prior to the step requiring

the tape, serious degradation of efficiency and multiprogramming rniay occur,

especially if step three occurs 10, 20 ninutes or longer after step one.)

Therefore, a job is assigned only those drives it needs to continue execution at any

instant in time. Excess drives, at that instant, are made available to run other jobs.

Such a job scheduling scheme permits the total tape requirements of all active jobs to

exceed the total number of drives in the installation and may cause a potential deadlock

by allowing two or more jobs to have unfilled tape demands such that every available

tape drive is assigned to a job but no job has enough tapes to run to completion.

SCOPE includes some deadlock prevention features by not acknowledging a

REQUEST when only one drive is remaining and several tape jobs are in various states of

execution. However, should another REQUEST be issued from a different job, the

deadlock may occur and the operator must take action by causing a rerun of one of the

tape jobs, or by killing a job which is using a requesting tape, or, if possible, wait for still

another tape job to complete.
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MANAGEMENT ORGANIZATION

Organizationally, five directorates share responsibility for the an 'ernent of the

sy.tem. Two, the Directorate of Technical Support (LMT), aiv the Oirectorate of

Operations (LMO), both have primary responsibility vith L\iT performin the functions

of determining what software is to be acquired, and developing, in,,ntaining, and

assuring software support for the system while LMO has physical res onsibility for

operations, scheduling, and maintenance of the computer. Two user dire torates, LMV

and LMZ, supply the basic workloads for the system while the fifth, -MD, does all

outside contracting for hardware, software, and support equipment acquisitions.

3asically, both LMO and LMT attempt to respond to the users ne ,ds from their

areas within the constraints of the current machine configuration and scftware support

available. The computer is run under a closed shop envirunment and sci 'duled with an

18 hours workload six days per week. The system itself is operational 21 hours per day

seven days per week which includes maintenance scheduled for 3 four-h .ur periods per

week. Figure 5 is a typical weekly schedule showing times reserved for so, tware testing,

maintenance, and planned-idle time.

In the technical support area, LMT personnel have been aiding the users by providing

technical expertise in recommending programming methods, where possible, which take

advantage of the increased capabilities of the CYBER over the older -080 computer.

Additionally, a recent study made by LMT supporting a Data Automatic Requirement

for newer and faster peripheral equipment, indicates that a diffe-ent hardware

configuration may provide some relief for the current throughput problem (Ref 1:1).

Figure 6 graphically portrays the potential monthly workload for the omputer after

the remaining conversion systems are added to the job mix with no planne I change in the

system's configuration.
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IV WOIKLO:AfD CHARACTERISTICS AND

BENCHMARK SELECTION

WORKLOAD CHARACTERISTICS

The philosophy discussed in Chapter If for claracte~rizing t1 e CYtliR qpi ration was

used to collect and paraintterize 23 charatteristics of a joh, inipping in iudit trail of its

flow through the system. The production inaster schedule (Ref: 30) was analyzed to

determine if stability existed in the normal day-to-day operations. Addit onally, in-

depth discussions were held with the machine schedulers ind operators to verify the

consistency of the actual job entry into the coinputer. A determination was made that

during actual production some jobs were given priority over others through a method of

"locking in" jobs from the console to a control point until comrpletion. This tends to

lessen the effect of the systemn scheduling algorithm when a full mix of jobs is waiting in

the input queue (Ref 17:Chapter 7,7). The practice was done primarily on sort jobs

where a high correlation was perceived to exist between CPU and I/O activity, and

during lightly scheduled periods between 1800-( 600 weekdays and on weekends. The

effect degrades multiprogramming but does not tend to hinder the installation's final

output requirement since these periods are lightly scheduled as a practice.

Because of the heavy demnand for program/systein testing and overall production

output requirements during prime hours (0800-1600), locking activities during this

interval were, for the most part, non-existent. Furthermore, ,pecific periods were set

aside for in-house operations (e.g., maintenance, software development and testing, and

unscheduled time) (Ref: 30). Therefore, based on the information above and the results

of a T-TEST on a sampling of data from the weeks of May 4-10 vs July 6-12, which

4



indi,.ated, at the .10 level, that no statistical diffvrence existed in the 3o s pro, 'ssed, a

cycl,-" was determined to exist based on daily, weekly and monthiy intertions t user

jobs. Thus, aside from testing, which is tied to future workloads ,vhIch v.iy bN ionth,

any month in which the full schedule of jobs were processt-d coull serve as a .as!line

population for the benchmark selection.

To this end, accounting data consisting of D)AYFILE data fron four weeks of

July. 1981, (excluding the week of July 13-19 which was not av3il ble) was pro.idpJ by

the AFLC IData Operations Directorate (LMO) f )r use in the ai ilysis. Over 468.000

transdctions were run through the series of reduction programs (se( Chapter II) i roviding

5,064 transactions representing statistically the workload of user ju is for the month. The

reduction series was then followed by a sequence of eight SPSS Ref:34) data inanipu-

lation runs in order to stratify the workload variables for tl: SPSS data analysis

procedures referred to in Chapter 11. Appendix B contains the prlcedures and methods

used along with the complete Job Control Language (JCL) neces ary to re-accurriplish

the task.

SYSTEM WORKLOAD

Table 6 shows SPSS Continuous Data Descriptions (CONDESCRIPTIVE) of the July

workload. These data exclude in-house operations such as dt adstarts, reruns and

restarts since these are considered as overhead of operations and not controllable (Ref

20:228).

Table 7, summarizing the total machine activity, including in-louse operations, is an

extract from the CLARA (Ref:ll) outputs of resource usage, and ii further portrayed in

Figure 7.

4
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TARLE 6

MEAN VALiJES OF WORK! C5AD' VARIABtI-

'01 AN

VARIABLE DESCRIPTION %4IN' T_-/WDS

ARRIV AL TIME O1 JOB ARRIVAL II.57

INQUEIUE TIME IN INPIjT Q! [it: 6. 2'

IR1RIV' \L INTER-AIlIVAL RATE 6.58

REQ7 7 FR ACK rAPFS P FOI JES;I-[) I ( )

REQ9 9 TRACK TAPES ,fOI ESTEI-) 1.2t)

TREQ TIME REQUESTED 3.90

CMREQ CM WOnDS tE ESF:D 62K

DISKV AIT TIME WAITING FOR DISK I. 31

TAPEWAIT TIME WAITING FOR TAPES 1.24

DISKbO NIiM'.BF.IZ OF DISK ACCESSES 7K

TAPEIO NIJMlAIRER OF TAPE RLOCKS 1/0 153K

SORT TIME SPENT SORTING .96

SORTED NJMRER OF RECO!DS SORTED 64K

SEVENTRK NUMI)ER OF 7 TRACK TAPES I JSEP 1.98

NINETRK NUMBEIR OF 9-TRACK TAPES USED 1.57

CORE AMOUNT OF CORE I iSED 56K

CPU CENTRAL PROCESSOR TIME 2.45

CM CENTRAL MEMORY TIME 5.08

10 1/O TIME USED 2.09

PPUSAGE PERIPHERAL PROCESSOR TIME 4.66

LINES LINES PRINTED 1.66

POSTPROC POST PROCESSING TIME 6.53

THRUPUT SYSTEM THRIJIU-T TIME 11.97

TIJRNAROUND TURNAROUND TIME 24.74
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TARLP 7

RESOURCE IUTILIZATION FOP 3 JLY

PERCENT JO-S P1:R CEN1 PEI, CENT
3J3S IN PRO- M1 fLTI (ONTROL CE'!TAI. IERCENT PEN .E%,T

TOTAL ARNORMAL CESSEID PlROGI.\M- POINT ME .ORY DISK CP'
WEEK JOBS TERM PER HOUR MING I'SA\GE (US, GE (ISAGE USA 'E

1 1218 6.00 11.80 4,9$ 38.43 48.84 46.5S 53. 35

2 2023 8.97 13.21 5.A3 32.89 73.70 64.69 50. 7

3 1292 10.83 9.85 3.73 36.62 43.02 45.40 40.)5

4 1646 9.51 10.31 4.47 32.70 45.47 47.04 41.31

5 909* 14.30 10.93 2.64 39.84 4(.98 54.70 45.70

ALL 7088 9.92 11.22 4.28 36.10 51.60 51.68 46.22

Source: CLARA (Ref:1 1)

*Does not include last day of month
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FENCHIMA K

In attempting to determine which set of samples to use for a l,-nrhim kr, a T-TEST

was run against weekly groups to test whether a difference exi-ted trom wf.e'< to ,we'k in

the MEAN values of ARRIVAL time, CPU usige, I/0 usage, S',k,. time and

TIJRNAROUND.

1055, 1723, 1343 and 943 samples were used representing respectively, four weeks of

July data. The week of July 13-19 was unavailable and not used in the test. A null

hpyothesis (Ho) was established that no difference existed betw en the weekly proc-

essing. If not rejected, then any randomly selected week could scrv- as a benchmark.

The alternative (Ha) would establish that a significant differe- c, eXisted statistically

and another approach to selecting the benchmark was necessary. The hasis for lecision

was: If the T-Value of the test exceeds to T-Value at the .05 Level of Significance

(34:267-275). reject the null and accept the alternative.

As seen from the results (Table 8), the hypothesis that any one week provides a good

representation of the monthly workload must be rejected. Fo this reason, the full

monthly sample database is used as the Benchmark Workload (Table 6).
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TABILE 8

TEST OF DIFFERENCES IN

WEEKLY PROCESSING

WEEKS .05

COM1PARED VARIABLE T-VAL IE LEVEL P FEStl T

I vs 2 ARRIVAL -0.62 -1.65 AC(:EPT Ho

CPU time 1.77 1.65 REIt.CT Ho

1/0 time -1.37 -1.65 ACCt'EPT i-lo

SORTING 0.13 1.65 ACC1PT Ho

TAPES used 1.17 1.65 ACCTLpT Ho

TURNAROUND -0.51 -1.65 ACCEPT Ho

1 vs 5 ARRIVAL 2.91 1.65 REJECT Ho

CPU time 1.14 1.65 ACCEPT Ho

I/O time -2.64 -1.65 REIL(T Ho

SORTING -0.69 -1.65 ACCPET Ho

TAPES used 0.34 1.65 AC(EPT Ho

TURNAROUND -3.81 -1.65 REJECT Ho

2vs 4 ARRIVAL 2.16 1.65 REJECt Ho

CPU time -0.55 -1.65 ACCEPT Ho

I/O time -0.37 -1.65 ACCEPrHo

SORTING -0.39 -1.65 ACCEPT Ho

TAPES used -1.66 -1.65 ACCEPI Ho

TURNAROUND -0.91 -1.65 ACCEPT Ho

4 vs 5 ARRIVAL -1.90 -1.65 REJECT Ho

CPU time -0.01 -1.65 ACCEPT Ho

I/O time -0.97 -1.65 ACCEPT Ho

SORTING 0.96 1.65 ACCEPT Ho

TAPES used 0.62 1.65 ACCEPT Ho

TURNARO(!ND -3.02 -1.65 REJECT Ho

*SOURCE: SPSS T-TESr (Ref 34:267-275)
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WIORK LOAD ANALYSIS

Tables 9 thru 17 are SPSS FREQU]ENCIES output tables of the paratntcters used for

the analysis. The following are initial observations about the data which provide, the

bAsis for the development of hypotheses about possible thrupit bottl'-ecks.

TIME OF ARRIVAL. This variable, based on two hour incremnents presents a

relatively uniform distribution with peak activity occurring around the 10:00 AM period.

Of the 5,064 samples taken, 20.5 percent are arrivals prior to tie prime shift (0800-

1600), 26.1 percent occur after the prime shift and the remaining 53.4 percent occur

during the prime period (Figure 8A).

INTER-ARRIVAL RATE. The time between job arrivals is one of the more

interesting statistics generated. Stratified in two-hour increments and protrayed on a

monthly and weekly basis (Figures S-C), the mean inter-arrival rate can be compared

with the inean turnaround time for the month (Table 6). The monthly mean values show

an average turnaround of 24.74 minutes per job while the arrival time follows an

exponential distribtuion with 6.58 minutes betw, en jobs, or 1/6.58 .15 jobs per minute.

At that rate, it appears that the machin- cannot keep up with the workload. The

comparison is misleading, however, since the inter-arrival rate does not account for the

multi-programming capability of the machine. To get a feel of the eftective inter-

arrival rate under multi-programming, the neai multi-programming rate given in Table

7 was used to calculate a weighted effective inter-arrival rate for the periods measured.

EFFECTIVE RATE IARRIVAL * (MULTI-PROGRAMMING/

SAMPLE 101IS/TOTAL 3OS' ) (eqn 1)
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TABLE 9A
TIME OF JOB ARRIVAL

CLIM
CATEGORY FREQUENCY PERCENT (PCT)

0000-0200 356 7.0 7.0
0200-0400 354 7.0 14.0
0400-0600 325 6.4 20.5
0600-0800 275 5.4 25.9
0800-1000 680 13.5 39.4
1000-1200 668 13.2 52.6
1200-1400 567 11.2 63.8
1400-1600 462 9.1 72.9
1600-1800 488 9.6 82.5
1800-2000 288 5.7 88.2
2000-2200 287 5.7 93.9
2200-2400 314 6.1 100.0

TOTAL 3O 64T10.

TABLE 9B
INTER-ARRIVAL RATE

CUM
CATEGORY FREQUENCY PERCENT (PCT)

LESS THAN 2 MINUTES 2543 50.2 50.2
2 TO 4 MINUTES 811 16.1 66.3
4 TO 6 MINUTES 496 9.8 76.1
6 TO 8 MINUTES 259 5.1 81.2
8 TO 10 MINUTES 356 7.0 88.2

10 TO 12 MINUTES 35 .7 88.9
12 TO 14 MINUTES 17 .3 89.2
14 TO 16 MINUTES 18 .4 89.6
16 TO 20 MINUTES 16 .3 89.9

MORE THAN 20 MINUTES 511 10.1 100.0
TOTAL 5064 100.0
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TAbLE 9C

INTER-ARRIVAL/TURNAROUND TIMES FOR 3IJLY

INTERARRIVAL TURNAROU )NDNUMBER OF RATE TIMEDAY ARRIVALS (in minutes) (in rninu (s)
1 214 6.56 13.212 309 4.55 36.643 166 8.52 8.854 147 9.54 6.815 219 6.41 18.446 221 6.37 28.717 318 4.44 15.258 267 5.29 20.689 305 4.62 18.6110 297 4.71 15.09it 195 7.19 51.1212 120 11.62 8.8520 219 6.37 19.1221 289 4.89 18.0022 270 5.19 11.7523 284 4.89 14.3824 150 9.30 38.5S25 67 20.14 31.4926 64 22.02 22.4!27 137 10.26 35.7;?28 194 7.12 26.9329 137 8.43 36.9030 248 5.63 38.8231 227 6.19 36.13

MONTH 5064 6.43 24.74

5 3 6
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The resulting value gives arn effective inter-arrival rate of 27.76 minutes compared to

the 24.74 minutes to start and complete a job.

TIME WAITING FOR DISK MOUNTING. This statistic, which will be used to tet a

hypothesis on insufficient devices and inadaquate channel distribution, is applicable for

just 15 percent (747 jobs) of the samples taken. The majority of j )bs (35.2 percent) had

no wait time for disk mounting. This could be the result of either iJ disk requirement or

the reading/writing of additonal files once the disk was mounted, or of jobs that used

public devices for data manipulation. Of the 747 jobs, however, 6.,, percent waited less

than a minute while 2.5 percent (131 jobs) waited nine or more minutes for a disk pack.

TIME WAITING FOR TAPE MOUNTING. Statistics for this cotegory show a sr iall

average wait time. The statistic, however, is probably misleading is to the actu.tl tin e a

job waits for a tape drive. According to the tape scheduling algorithm (Chapte II), Jobs

requiring tape are first placed in a special wait queue until released by the operator. In

this instance, an operator may hold the requesting job in the qiieue until a driv, is

available, thus preventing the full wait period from being known b.' the system. He[ ce,

the statistics shown for tape waiting are not necessarily representative of the aclual

occurrence of waiting. The data, however, does indicate that on the average 1.71 minites

were used waiting for tapes once the job entered the input queue.

54
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TABLE IA

TIME WAITING FOR DISK MOUNTING

CUM
CATEGORY LABEL FREQUENCY PERCENT (PCH

NO WAITING 4317 85.2 85.2
LESS THAN 1 MINUTE 341 6.6 91.3

I T02 MINUTES 93 1.8 93.6
2 T03 MINUTES 50 1.0 94.6
3 T04 MINUTES 34 .7 95.3
4 TO5 MINUTES 33 .7 96.0
5 T06 MINUTES 19 .4 96.4
6 T07 MINUTES 21 .4 96.8
7 To MINUTES 18 .4 97.2
8 TO9 MINUTES 13 .3 97.5

MORE THAN 9 MINUTES 131 2.5 100.0

TOTAL 5064 100.0

TABLE lOB

TIME WAITING FOR TAPE MOUNTING

CUM
CATEGORY LABEL FREQUENCY PERCENT (PCT)

LESS THAN .01 MINUTE 3689 72.8 72.8
.01 TO .1 MINUTES 80 1.6 74.4
.1 TO .5 MINUTES 324 6.4 80.8
.5 TO 1 MINUTE 235 4.6 85.4

1 TO 1.5 MINUTES 141 2.9 88.3
MORE THAN 1.5 MINUTES 595 11.7 100.0

TOTAL 5064 100.0

5
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The true wait time for tape jobs is possibly hidden in the overdll it rnaround time. This

theory will be investigated when the hypotheses are evaluated.

SEVEN TRACK TAPES USED. Approximately 80 percent of Fhe sample cases used

no tape facilities according to this category arid 13.4 percent used julst one. .udging from

the SEVENTRK Utilization Table (Table IIB), the daily utilizdtion r ite tor July was 1.36:

9
TOTAL JOBS! ( . TAPES * FREQUENCY) - R; TE (eqn 2)

7 TRACK TAPES REQUESTED. Here again, a high percentage of jobs, 71,.5 percent,

requested no tape facilities while 16 percent requested one drive. Jobs requesting 3 or

less tapes account for all but 1.8 percent of tape requests for the 1 eriod. This, however,

is 1.7 percent more requests than the same statistical number of jobs using, 3 or less

tapes. Moreover, according to Table IIA, on 7 TRACK REQt. -ST, the 1.7 percent

amounts to 83 jobs requesting facilities which were not used.

9 TRACK TAPES USED. This statistic, much the same as vith seven track tapes

used, indicates that 95 percent of the samples used one tape or less. Similarly, the

utilization rate turns out to be 2.94:

7
TOTAL JOBS / ( . TAPES * FREQUENCY) = RATE (eqn 3)

AjI

9 TRACK TAPES REQUESTED. This category, closely aligne,! to similar 7 TRACK

tape activity, shows 99 percent of all samples requested 3 or less 9 TRACK facilities.

26.8 percent requested some tape facilities, however, and this c ntrasts with the 18.1

percent of jobs actually using the resource. Again, according to the frequency tables

(Tables 12 A & 1), 447 jobs appear to have requested facilities whic i are not used.
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TABLE 11A

7 TRACK TAPES REQUESTED

NUMBER OF TAPES FREQUENCY PERCENT (3CT)

0 3874 76.5 76.5

1 812 16.0 92.5

2 190 3.8 96.3

3 100 2.0 98.3

4 33 .7 99.0

5 36 .7 99.7

6 11 .2 99.9

7 8 .1 100.0

TOTAL 5064 100.0

TABLE 1IB

7 TRACK TAPES USED

CUM

NUMBER OF TAPES FREQUENCY PERCENT (.)CT)

0 4054 80.0 80.0

1 680 13.4 93.4

2 104 2.1 95.5

3 70 1.4 96.9

4 37 .7 97.6

5 44 .9 98.5

6 18 .4 98.9

7 57 1.2 100.0

TOTAL 5064 100.0
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TABLE 12A

9 TRACK TAPES REQUESTED

CUM

NUMBER OF TAPES FREQUENCY PERCENT (PCT)

0 3705 73.2 73.2
1 1197 23.6 96.8

2 90 1.8 98.6

3 46 .9 99.5
4 21 .4 99.9
5 5 .1 100.0

TOTAL 5064 100.0

TABLE 12B

9 TRACK TAPES USED

CUM

NUMBER OF TAPES FREQUENCY PERCENT (PCT)

0 4150 82.0 82.0
1 634 12.5 94.5
2 151 3.0 97.5
3 66 1.3 98.8
4 37 .7 99.5
5 26 .5 100.0

TOTAL 5064 100.0
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TURNAROUND. As shown in Table 13A, 41.6 percent of tke samples completed

processing in less than one minute while nearly two-thirds were finished in five or less

minutes. In the high use category, 8 percent used an hour or not e with 40 percent of

those (4.3 percent of all jobs) processing inore than two hour,. The 74 jobs which

processed more than 6 hours amount to an average 3.08 jobs per clay processing for more

than 25 percent of the available time.

TIME FOR ALL 1/O FUNCTIONS. I/O time used per job averaged 2.4 minutes with

more than half of all jobs using less than I minute. 6.2 percent of the samples required

more than 10 minutes including .8 percent (30 jobs) which required an hour or more of I/O

processing.

DISKIO. In this sub category of 1/O processing, 65.5 percent made less than 1,000

accesses while another 31 percent made from 1,000 to 40,000 accesses. 3.5 percent, or

179 jobs, accessed the disk 40,000 times or more.

TAPEIO. This subcategory was less pronounced than DISKIO. 77.1 percent of all

jobs had no tape requirements while 12.5 percent used uniform increments of 5,000

blocks in the 1,000 to 200,000 range. More conspicuous are the 548 jobs (10.5 percent)

requiring more than 200,000 tape writes.
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TABLE 13A

TURNAROUND TIME

CI IM

CATEGORY LABEL FREQUENCY PERCENT (PCT)

LESS THAN I MINUTE 2106 41.6 41.6
1 TO 5 MINUTES 1012 20.0 61.6
5 TO 10 MINUTES 413 8.2 69.8

10 TO 20 MINUTES 319 6.3 76.1
20 TO 30 MINUTES 169 3.3 79.4
30 TO 60 MINUTES 590 11.7 91.1
60 TO 90 MINUTES 153 3.0 94.1
90 TO 120 MINUTES 85 1.7 95.8
2 TO 3 HOURS 86 1.7 97.5

3 TO 6 HOURS 57 1.1 98.6
MORE THAN 6 HOURS 74 1.4 100.0

TOTAL 5064 100.0

TABLE 13B

THRLIPUT TIME

CUM

CATEGORY LABEL FREQUENCY PERCENT (PCT)

LESS THAN 1 MINUTE 2621 51.g 51.8
1 TO 5 MINUTES 1052 20.8 72.6
5 TO 10 MINUTES 370 7.3 79.9

10 TO 20 MINUTES 231 4.5 84.4
20 TO 30 MINUTES 150 3.0 87.4
30 TO 60 MINUTES 418 8.3 95.7
60 TO 90 MINUTES 90 1.7 97.4
90 TO 120 MINUTES 49 1.0 98.4

2 TO 3 HOURS 44 .9 99.3
3 TO 6 HOURS 25 .5 99.8

MORE THAN 6 HOURS 14 .2 100.0

TOTAL 5064 100.0
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TABLE 14A

TIME FOR ALL I/O FUNCTIONS

CATEGORY LABEL FREQUENCY PERCENT (PCT)

NONE 1076 20.6 20.6
LESS THAN I MINUTE 2986 5/.2 77.8

1 TO 5 MINUTES 615 11.8 89.6
5 TO 10 MINUTES 249 4.8 94.4

10 TO 30 MINUTES 212 4.1 98.530 TO 60 MINUTES 51 1.0 99.5MORE THAN I HOUR 30 .5 100.0

TOTAL 5064 100.0

TABLE 14B

NUMBER OF DISK ACCESSES

CUM
CATEGORY LABEL FREQUENCY PERCENT (PCT)

Less Than 1,000 3318 65.5 65.5
1,000 TO 5,000 798 15.8 81.3
5,000 TO 10,000 283 5.6 86.9
10,000 TO 20,000 291 5.7 92.6
20,000 TO 40,000 195 3.9 96.5
40,000 TO 60,000 62 1.2 97.7

MORE THAN 60,000 117 2.3 100.0

TOTAL 5064 100.0
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TABLE 14C

TAPE BLOCKS READ/WRITTEN

( I JM
CATEGORY LABEL FREQUENCY PERCENT (PCT)

NO TAPE i/O 4022 77.1 77.1
LESS THAN 1,000 196 3.8 80.9

1,000 TO 5,000 89 1.7 82.6
5,000 TO 10,000 75 1.4 84.0

10,000 TO 20,000 83 1.6 85.6
20,000 TO 50,000 77 1.5 87.1
50,000 TO 100,000 66 1.3 88.4

I00,000 rO 150,000 31 .6 89.0
150,000 FO 200,000 31 .6 89.6

MORE THAN 200,000 548 10.4 100.0

TOTAL 5064 100.0

SORTING. Although 88.9 percent of the jobs processed accomplished no sorting,

nearly 5.2 percent of those that did, sorted from 10,900 to 300,00( records, and 35 jobs

sorted in excess of 300,000. These 35 jobs amount to slightly mork than one job per day.

Furthermore, the statistics indicate that 3 jobs used over an hour for sorting data (see

Table 15B).

CORE USAGE. Of the CORE blocks used, more than two-thirns (68.7 percent) used

less than 10,000 CORE positions with 27.1 percent using between 10,000 and 200,000

positions. More worth noting are the 361 (6.9 percent) jobs %%hich used more than

250,000 positions of core. These jobs average 11.6 per day, aid, if found uniform

throughout the period, could have grave effects on multiprogramniig.
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TABLE 15A

RECORDS SORTED

CUM

CATEGORY LABEL FREQUENCY PERCE!NT (PCT)

NONE 4641 88.9 88.9

LESS THAN 1,000 137 2.6 91.5

1,000 TO 5,000 94 1.8 93.4

5,000 TO 10,000 33 .6 94.0

10,000 TO 30, 000 126 2.4 95.4

30,000 TO 60,000 63 1.1 96.5

60,000 TO 120,000 40 .8 97.3

120,000 TO 180,000 34 .7 98.0

180,000 TO 300,000 16 .3 98.3

MORE THAN 300,000 35 .7 100.0

TOTAL 5064 100.0

TABLE 15B

AMOUNT OF CORE USED

cUM

CATEGORY LEVEL FREQUENCY PERCENT (PCT)

LESS THAN 10,000 3583 68.7 68.7

10,000 TO 50,000 707 13.5 82.2

53,000 TO 100,000 284 5.4 87.6

103,000 TO 150,000 132 2.5 90.1

15),000 TO 200,000 88 1.7 91.8

203,000 TO 250,000 64 1.2 93.0

MORE THAN 250,000 361 7.0 100.0

TOTAL 5064 100.0

63

• m |l,4



PP USAGE by jobs presents a decreasing, skewed curve which diminishes geo-

metrically with time. With just about 66.8 percent of the jobs using one or less minutes,

the high end of the scale shows .9 percent using over 90 minutes. The CON-

DESCRIPTIVE data (Table 6) indicates that a total of 25.03 PP minutes, or 1.25 PPs were

in use daily:

((IIPPs * 60 Min * 24 Hrs * 24 Days) /

Minutes used) / #PPs avaiable = Use (eqn 4)

This low number, representing an average of just over 6 percent of the 20 available PPs,

may possibly be explained by the Percent of Control Point Usage in Table 7. There, the

36.10 percent indicates a low multiprogramming rate. Hence the low use of the

Peripheral Processors.

SWAP OUT TIME. This category, used to account for all non-processing time a job

experiences (less time spent in wait queues), reveals an interesting phenomenon.

Although 41.4 percent of the jobs sampled experienced no swap out time, 564 jobs (10.9

percent) were swapped out 30 or more minutes, 97 of which jobs remained swapped out in

excess of 90 minutes. Swapped jobs, depending on the reason for being swapped, could

tie up one of the available control points thus contributing to the degradation of

multiprogramming.

CPU TIME, the category in which most cursory judgements are made concerning the

number of additional jobs the computer can potentially handle, must be viewed in

conjuction with the CPU utilization rate of Tables 6 and 7. Of available CPU time, the

utilization rate for all jobs for the month was 46.22 percent while the average CPU time
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TABLE 16A

PERIPHERAL PROCESSOR USAGE

CUM

CATI GORY LABEL FREQUENCY PERCENT (PCT)

UNKNOWN 
46 .9 .9

LESS THAN I MINUTE 3487 66.8 67.7

1 TO 5 MINUTES 765 14.7 82.4

5 TO 10 MINUTES 319 6.1 88.5

10 TO 15 MINUTES 171 3.3 91.8

15 TO 20 MINUTES 132 2.5 94.3

20 TO 30 MINUTES 110 2.1 96.4

30 TO 60 MINUTES 101 1.9 98.3

60 TO 90 MINUTES 39 .8 99.1

MORE THAN 90 MINUTES 49 .9 100.0

TOTAL 5064 100.0

TABLE 16B

TIME SWAPPED OUT

CUM

CATEGORY LABEL FREQUENCY PERCENT (PCT)

NONE 
2160 41.4 41.4

LESS THAN I MINUTE 1047 20.1 61.5

1 TO 5 MINUTES 685 13.1 74.6

5 TO 10 MINUTES 286 5.5 80.1

10 TO 15 MINUTES 135 2.6 82.7

15 TO 20 MINUTES 80 1.5 84.2

20 TO 30 MINUTES 262 5.0 89.2

30 TO 60 MINUTES 384 7.4 96.6

60 TO 90 MINUTES 83 1.6 98.2

MORE THAN 90 MINUTES 97 1.8 100.0

TOTAL 5064 100.0
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for the sample jobs was just 2.82 minutes. Computing the ut-lization rate of the 249 jobs

(4.8 percent) in Table 17A which used in excess of 20 minutes, it turns out that those jobs

(an average 10.4 per day) used 32 percent of the CPU usage time.

a) TOTAL SHIFT HOURS (CONDESCRIPTIVE DATA) 25

6) 95.2% OF SAMPLE 1OB (TAB LE 16A) HOUcMRS - 172

thus

CPL Utilization = 1-()/a) 0.32 (eqn 5)

A further analysis of CPU utilization as it rela-es to THRUIPUT, TURNAROUND

and ARRIVAL is presented in hourly increments in Figure 8. (lose scrutiny of the

diagram reveals a def inite turnaround bottleneck during the first pa-t of a ddy. The CPU

utilization pe , , "s fairly consistent throughout the cay even throtugh rapid increases in

job ARRIVAL around the 8:00 AM hour. Additional examnination of the phenomenon is

discussed under hypothesis testing.

CM TIME. This variable shows that nearly 84 percent of all jobs spent 5 or less

minutes in Central Memory while 2 percent consumed more than an hour of CM time, 53

jobs of which are over two hours.

6
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TABLE 17A

CENTRAL PROCESSOR TIME

CATEGORY LABEL FREQUENCY PERCENT (PCT)
UNKNOWN 8 .2 .2
LESS THAN .1 MINUTE 2708 51.9 52.1

.1 TO .2 MINUTES 293 5.7 57.8
.2 TO .4 MINUTES 356 6.8 66.6
.4 TO .6 MINUTES 170 3.3 69.9
.6 TO .8 MINUTES 116 2.2 72.1
.8 TO 1 MINUTE 69 1.3 73.4

1 TO 5 MINUTES 880 16.9 90.3
5 TO 10 MINUTES 211 4.0 92.3

10 TO 20 MINUTES 154 3.0 95.3
MORE THAN 20 MINUTES 249 4.7 100.0

TOTAL 5064 100.0

TABLE 17B

TIME IN CENTRAL MEMORY

CUMCATEGORY LABEL FREQUENCY PERCENT (PCT)
LESS THAN 1 MINUTE 3760 72.0 72.0

1 TO 5 MINUTES 620 11.9 83.9
5 TO 10 MINUTES 284 5.4 89.3

10 TO 20 MINUTES 223 4.3 93.6
20 TO 40 MINUTES 176 3.4 97.0
40 TO 60 MINUTES 51 1.0 98.0
60 TO 90 MINUTES 37 .7 98.7
90 TO 120 MINUTES 15 .3 99.0

MORE THAN 2 HOURS 53 1.0 100.0

TOTAL 5064 100.0
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BUTTLENLCK hY POrHESIS

A summary analysis of the statistical results of the workload variables can best be

seen thrcugh the Kiviat (Ret:28) graph of Figure 9 and the accompanying utiltzation

table, Tab~le 18. ['he graph, A pictorial representation of the tume spent by a job at key

processin points, reveals that the overhead activities ariu the major bottlene-ks in a

job's turnaround time. POSTPROC, the activity which o curs atter internal execution

has completed, accounts for 25 percent of the overhead. INQUEUE, the time spent

waiting for initial control point assignment, adds another 24 percent. SWAPOUT time,

although a function of how many jobs are concurrently in the system, is nevcrtheless

additional overhead and contributes 5 percent to the total. iOWAIT, a result of

peripheral equipment not being ready to use while a job is at a control point, contributes

another 10 percent. Thus, IOWAIT, together with POSTPROC, INQIJEUE, and

SWAPTIME, account for 64 percent of the time a job spends in the system.

In order to get a more positive pict~ire ot this probable bottleneck, two additional

SPSS runs were made on the workload data. The first used the ,trata ol jobs which had a

turnaround of one hour or more. This was done using:

SELECT IF (TURNAROUND GE 60.00)

The second run used the strata of jobs which completed in one minute or less:

SELECT IF (TURNAROUND LE 1.00)

The results provide the first concrete hypothesis as to what causes job elongation in

the system. Assessing the jobs with processing times greater than one hour (Table 19 and
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Figure 10), the INQUEUE time increases by more than 43 percent lro:n 24 to 34.4

percent while the remaining overhead variables - SWAP rIML, IO/AIT and

POSTPROC - experience a signilicant decrease. In contrast, job) which conpleted in

one minute or less experienced the opposite (Figure i). INQUEUE time drop[ ed from 24

to 1.8 percent while SWAPTIME, IOWAIT and POSTPROC all incr.!ased on the average

50 percent. Counter to those changes is a surprising stability of the execution

parameters, 1/0, CPU and EXQUEUE. It turns out that regardless of the time a job

spends in the machine, the percentage ot time spent executing is i stable factor. Thus

the hypothesis is established that the peripheral and time resources used by a job is the

primary cause of job elongation.

TABLE 18

JOB TURNAROUND

RESOURCE UTILIZATION PERCENTAGES

MEAN PERCENT OF

VARIABLE VALUE 'URNAROI JND

INQUEUE 6.25 24.09L,

CPU 2.45 9.0*%

110 2.09 8.0%

EXQUEUE 1.23 5.0%

SWAPTIME 4.93 19.0%

IOW AIT 2.58 10.0%

POSTPROC 6.53 25.0%

100%
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TABLE 19

RESOURCE UTILIZATION PERCEN FAGt-

FOR HIGH/LOW TURNAROUND TIME JOIS

JOBS WITH JOW %ITH

TURNAROUND URNAROUN:)

GREATER IHAN 60 MIvN LES ,THAN 1 MINUTE

MEAN MEAN

VARIABLE VALUE PERCENT VALUL PERCENT

INQUEUE 67.38 34.40 .010 1.81

POSTPROC 42.72 21.80 .212 38.48

IOWAIT 14.08 7.20 .090 16.33

SWAPTIME 29.72 15.10 .146 26.50

1/0 13.84 7.10 .046 8.35

CPU 17.05 8.88 .043 7.80

EXQUEUE 10.73 5.60 .004 .73

TOTALS 196.24 100.0 .551 100.0

SUMMARY

This chapter was used primarily to make raw observations ab(,ut the workload data

on which later analyse will be based. The observations will be expanded in the next

chapter to inake initial hypotheses about where major bottleneck ireas caln possibly be

found. In subsequent chapters, extended analyses of the problem areas using the data

will aid in building explanatory mathematical models as a baseline for predicting future

thruput behavior under hypothetical changes.
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V INITIAL IHYPOTHEELS

BACKGROUND.

The developmtent of the initial hypotheses w,.s aided considertbly by theories

offered by AFLC operators, schedulers and system progranmmcrs during interviews

conducted in May, 1981. Those are included here without specific reference, a:ong with

several generalized hypotheses resulting from the analysis of the benchmark data

statistics presented in the previous chapter. The hypotheses, whej e possible, have been

organized around three improvement categories defined in RAND R-549-1-PR (Ret:5):

(1) Reducing the system workload

(2) Tuning the existing system

(3) Upgrading the computer system

REDUCING THE SYSTEM WORKLOAD.

HYPOTHESIS 1: A FREE-GOOD APPROACH HAS LED TC L.,RGE DEMANDS.

Given a zero cost for computer resources and time, and the urgency placed upon

conversions by the 7080 problem (Ref 5:14), design efficiency is not always of prime

concern to programmers. AFLC's computer services are allocated to authorize users on

a first-come/tirst-served basis and not on a cost basis (although re ,ource usage costs, by

organizational user, are produced and published (Ref 5:27; 31).
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HYPOTHESIS 2: UNCONVERTED WORKLOAD HAS CAUSEI) INLFII('IENT

SYSTEM USE. Critical time constraints on completing conversions I roi the 7080 to the

CYBER may have forced programmers to use the new host computer as merely an

extension of tihe old one. Techniques from the previous system may be extret ely poor

when applied to the newer equipment. Inappropriate use of 1/O fa.cilities, mnemory use

and instruction mixes from a uni-programrming machine may not eltectively take

advantage of the capabilities inherent in a multi-programming computer (Ref 5:28).

HYPOTHESIS 3: ORGANIZATIONAL METHODOLOGY DIFFERENCES COMPRO-

MISE I-FFICIENCY. An unfortunate difference in methodology between the Technical

Support, the Users, and the Operations groups may exist which conflicts with a proven

policy which provides optimal thruput for the computer. That is, arrangements that are

reasonable for each group individually, may not meet with the objectives ot the overall

command viewpoint (Ref 5:31; LMT Interviews).

TUNING THE SYSTEM.

The structure of the computer may make its performance susceptible to a number of

minor details about hardware, software, load and operating procedures. Tuning, the

process of changing these details to make relative improvements in pertormance in

specific areas can, when applied in sequence, lead to a considerable increase in overall

perf ormance.

HYPOTHESIS 4: APPARENT MINOR ACTIONS BY USERS ARE HAVING STRONG

ADVERSE AFFECTS. If, for example, users have heavily I/0 bound jobs, an increase in

performance can be achieved by using larger blocking factors, and/or by using disk for

intermediate job steps while using tape only for the initial input and final output

(Ref 5:27; 1:12).
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HYPOTHESIS 5: SCHEDULING BY SHIFT HAS COMPROMISED MULTIPRO-

GRAMMING CAPABILITIES. External scheduling may tend to place only test jobs with

heavy I/O activity in the prime shift leaving CPU-bound jobs in th off-prime shift. The

result may be inefficient machine usage (Ref Figure 8C; 30).

HYPOTHESIS 6: INAPPROPRIATE STATIC INTERNAL SCH,-DULIN" PRIORITIES

COMPROMISE EFFICIENCY. General purpose internal dispatchiing priorities may give

more effective CPU time to compute-bound jobs than to 1/O jobs. It a higher percentage

of the computer operation is I/O-bound then the I/O jobs thould receive either

dispatcling priority or larger CPU time slices, or both, than the CPJ-bound jobs

(Ref 5::8).

HYPOTHESIS 7: 1/0 CONTENTION FOR A SPECII-IC DEVICE SLOWS

PROCEiSING. Concentration among different tasks for a Disk head, Controller, or

Channel can cause severe inefficiencies on the machine (Ref 5:23).

HYPOTHESIS 8: INAPPROPRIATE OPERATING SYSTEM PL C.EMEN1T REDUCES

SYSTEM PERFORMANCE. Heavily accessed resident utility prcramn inay be ineffi-

ciently zontending for the same channel or resident areas when ilternate channels or

resident areas for compatible utility programs should be used io increase efficiency

(Ref 37:135).

HY.'OTHESIS 9: TOO FEW ACTIVITIES IN THE SYSTEM. Htavy CPU jobs may be

wasting resources such as CM, tape drives, disk drives, etc., wh( n run in a sparse job

mix. A more balanced mix of jobs may improve overall machine hruput (see Tahle 19,

Page 73).
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HYPOMI-ESIS 10. SPECIAL REQUIREM.ENI'S ARL W,\STIN6 PROCL.,OR CAPA-

BILITIES. Private device sets, tape mounting and card loading between jobs and job

steps may accumulate to an hour or more over a day.

A different philosophy or hardware/software configuration can add valuable processing

effectiveness to active computer time (Re:I).

UPGRAI)ING THE COMPUTER SYSTEM.

Increasing or upgrading computer resources can be a major factor in improving

performance. The following hypotheses indicate problem areas that may provide insight

to upgrading the computer system as a primary alternative solution.

HYPOTHESIS 11: INSUFFICIENT MEMORY IS CAUSING A BOTTLENECK IN THE

CM QUEUE. A job may have started processing using a minimum memory allocation but

is held up on subsequent steps which require larger memory blocks to process.

Throughput rates can be improved if memory is augmented while keeping the scheduling

algorithm static when excessive CM queue waiting is the result of insufficient memory

(Ref 5:38).

HYPOTHESIS 12: INSUFFICIENT PERIPHERAL CAPABILITY CAUSES A BOTTLE-

NECK. Increasing the limiting resource of the computer, such as tape drives, disk

drives, printers or front-end computers, could vastly improve performance throughout a

system. (See Figs 9-11)

HYPOTHESIS 13. A SERIES OF INTERNAL BOTTLENECKS ARE CAUSING THE

INPUT QUEUE TO OVERLOAD. Based on the previous assumptions as to which areas
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are causing bottlenecks at specific resource queut-s, the gross effect may prevent jobs

from entering the system on a timely basis. (Figs 9--l1, Pages 70-72)

HYPOTHESIS 14. THE WORKLOAD WILL EXCEED CAPA.2ITY WITH THE ADDI-

TION OF X SYSTEMS. Given the current workloac (Ref:30) and the averagt utilizttion

percentages, the anticipated workload (Figure 6, Page 40) will exceed the computer's

capability to process all jobs with the addition of X number of systems. The current

workload, consisting of 2088 hours of monthly proc !ssing, is increasing at a rate of 4.08

percent per trionth (see Production Jobs, Figure 6, Page 40). Th' current loal represents

94 percent of capacity (2088/2225) with 138 hours (multiprogramming) remaining. The

machine will overload when the remaining 138 hours are exceeded.

VERIFICATION REQUIREMENTS

HYPOTHESIS 1. A Free-Good Approach Has Led to Large Demands. This

hypothesis can be tested by examining the DAY FILE accounting data for blocking factors

used by jobs. Files written to tape by the user system is most efficient wh( n a full 512

CM words (5120 characters) are packed into a block of data. If it is found that jobs are

using smaller blocking sizes, e.g., 3000 or less as is used for the 7080 Computer, more

inter-record gaps and more 1/O requests will be required resulting in higher system

overhead and the use of more tapes. As an example, ii the average blocking for all tape

jobs is 3000 characters, increasing the blocking to the tape |iaximum of 5120 would

decrease I/O overhead by 41 percent.

HYPOTHESIS 2. Unconverted Workload Has Caused Inefficient System Use.

Testing the validity of this hypothesis requires simulation or emulation of the 7080

computer on the CY BER and a detailed look into the programming techniques being used
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by proorL, n'ners of the converting systems. Considering the conversion schedule

(Figure 6, Page 40), the period for which this phenomenon is e pected to persist (one and

a half years) in relation to the probable payoft (less than a ycur and a halt of ijicreased

machine timhe), the time and cost required for the study is not warranted.

HYPOTHESIS 3. Organizational Methodology Diiterences Compromise Efficiency.

Since each of the organizations (user, operations, and technical support) are co-equal and

most likely using methods which best accomplish their specit ic goals within constraints

of personnel and time, this hypothesis must be viewed in teriis o the larger organiza-

tional ojective. That is, the end product output requir -n nt.

() Activities by operators can be examined througl observation ol the DAYFILE

data as they apply to operator initiated action. The SWAI rite (Table 161S, Page 66) as

well as the number ot lockins/lockouts per day, can be a chte to ti"ii activity.

(2) Scheduling bottlenecks, as observed by the ARRIVAL rate (Table 9A, Page 53)

could be an indication thdt the user's timing requiremeits (output, interleaving) may be

unreasonable or out of line with the most efficient daily th uput processing.

(3) An examination of job thruput as it relates to jot priorities could indicate that

a different priority sc-hee may have to be initiated by the technical group.

Further examinations of the DAYFILE to test (1) abo,'e would require the develop-

ment of an additional DAYFILE scanning program with io certainty that the payoff

would warrant the time and cost involved. Point 2 aLove can easily be tested by

reassigning some jobs to lighter scheduled periods and t bserving the results. But a

considerable amount of time would then be necessary to i egotiate with users to permit
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permanent rescheduling. The testing of different priority schemes would require

. software personnel to develop and test several combinations without assurances that any

of the schemes would payoff.

HYPOTHESIS 4. Apparent Minor Actions by Users are Having Strong Adverse

Affects. This hypothesis can be tested by obtaining information aboui workload

characteristics from users regarding how and why certain files are built, stored and used

in their present form. The payoff could result in an 1/O overhead saving similar to that

of hypothesis 1.

HYPOTHESIS 5. Scheduling by Shift Has Compromised Multiprogramming Capabil-

ities. This can be checked by looking at the CPU and 1/0 activity per job during the

relevant periods. If the test proves positive (i.e., a change in when jobs are processed

produces more multiprogramming throughout the day) implementation of the new

procedure may be at the expense of user testing/development and a possible delay in

expected implernev ation of future workloads.

HYPOTHESIS 6. Inappropriate Static Internal Scheduling Priorities Compromise

Efficiency. Testing whether this phenomenon exists is accomplished by determining the

ratio of I/O bound jobs to Compute bound jobs, and the relative weight given each by the

scheduling algorithm. The payoff, should the test prove a different scheme is more

efficient, would be a reduction in thruput and, hence turnaround.

HYPOTHESIS 7. 1/0 Contention For A Specific Device Slows Processing. A

determination as to whether a test for this hypothesis is necessary can be made through

an observation of tw., Table 8 factors, DISKIO and DISK WAIT. A calculation of the ratio

of I/O service (DISKWAIT) to unit record processing (DISKIO) would produce a
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netstirl, statistic for which to test the hypothesis. A ratio greater than .04 (this is

the effective transfer rate per disk rotation given constant access to disk and channel)

would conirmn the initial theory and warrant further testing. The additional testing

involves actually changing the location ot a sampling of files id running a test job

strean to verify changes in performance.

HYPOTHESIS 8. Inappropriate Operating System Placeient Reduces System

Performance. This hypothesis can be tested by experimenting with different combina-

tions of utility program placement. As noted in Chdpter Ill on Software Organization,

multiple access utilities are stored in a common memory area for use by all jobs. While

a duplicate placement ot such utilities would increase core usage, its resultant increase

in thruput may well be worth the trade-off.

HYPOTHESIS 9. Too Few Activities In The System. This hypothesis, derived from

observing a high TURNAROUND vis-a-vis job ARRIVAL during the 0000-0800 period

(Figure 8A-C, Pages 50-52) as opposed to a relative low TURNAROUND with a higher

ARRIVAL rate during the 1600-2400 period, can be tested by experimenting with

different job mixes during those periods. Should the shifting of jo-Js to different periods

result in an increase in overall turnaround, the permanent change would be warranted.

HYPOTHESIS 10. Special Requirementr Are Wasting Processor Capabilities. As

noted under Peripheral Devices (Chapter 111) the system uses 24 of its 33 disk (rives f or

private device sets. These devices are non-allocatable and, as sucl , can only be assigned

to one job at a time. Thus, operators must mount and dismount lifferent sets as each

new user system enters the computer and requests these devices. The hypothesis can be

tested by accounting for all I)ISKWAIT time experienced by the sample jobs. The

expected DISKWAIT time should be 0 for a balanced computer.

81

4



F!

HYPOTHLSIS II. Insufticient Memory is Causing a Bottlenec-k in the CM Queue.

resting this hypothesis involves the use of a hardware monitor to gather, averi ge and

compare memory wait tines against memory usage (Table 17B, PRge 67). The criteria

for determining whether such a test should be made is derived troi an observati )n that

memory usage is a major factor in THRUPUT time as given by a egression analysis ot

THRUPUT against CMA USAGE. If the regression warrants the nonitor test and the

results compared produces a large ratio (i.e., memory wait to mneimory use), me nory is

probably an important constraint and should be augmented.

HYPOTHESIS 12. Insufficient Peripheral Capaility Cause. a Bottleneck. This

hypothesis is a derivation from an initial examination of postproce~sing requiren, :nts and

the difference between THRUPUT and TURNAROUND. The hypothesis can be t sted by

temporarily adding a printing device to see if the bottleneck can be elimrnnat~d. This

test inay prove that a printer is the limiting resource or it may indicate that dLSk head

contention would cancel any beneficial effects.

HYPOTIIESIS 13. A series of Internal Bottlenecks are Causing the Input kueue to

Overload. This hypothesis can be verified through the use of an input queue model which

will indicate the expected time a job will spend in the input queue. If the observed time

exceeds the expected time the hypothesis is considered verified.

HYPOTHESIS 14, Workload Will Exceed Capacity With The Addition of X Systems.

This hypothesis can be evaluated by assessing the average hours consumned by current

systems and extrapolating a sun of the means to a point at which the machine capacity

is reached. The number of times the mean is added to the sum b( yond the curr;nt sum

of the system means would then represent the number of average systems which can be

added.
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VI DYVELOPMENT OF A TURNAROUND TIME MODEL

OVERVIEW

The primary analysis tool used in this thesis is ai; analytic model incorporating

multilinear regression analysis and factor analysis techniques to theori'.e the causes of

the thruput problem. This technique, as explained in Chapter 11, provides tirst an

explanatory vehicle to get answers as to why the expec-ted performance ot the computer

has not been achieved. Secondly, it provides a proven predictive tool to assess the

impact of changes in the system's workload and internal components (Ref:12). And

thirdly, a method for verification as to whether the changes actually improved

perf ormance is possible with the model.

Previous studies, accomplished by Hartrum (Ref:23) and Thompson (Ref:36), pro-

vided an excellent starting point for the model developnent. Several key parameters

which were not obtainable at the time have since oeen derived from the reduction

programs (see Chapter 11) and are used to enhance thost- applications.

MODEL STRUCTURE

Basically the analytic model is developed around an organized description of the job

flow components of the CYBER (see Figure 9, Page 70). The model identities potential

points where activities may be delayed as a job processes through the system.
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As a rul, turnaround time would include all activities involved in job processing

from the user to the user (i.e., submission, staging, processing, routing and receipt). The

model developed for this thesis, however, considers only the processing phase. There-

fore, turnaround time, tor the purpose of this investigation, is detined as the time fron

job input to the system (ARRiVAL) through job output (Finl Print). Thruput then, is the

time required tor internal processing which excludes the time from ARRIVAL to the

time the job is assigned to a control point, and from control point t:xit through final

print.

Figure 12 depicts the complete TURNAROUND Time Mode!. Figure 13 shows the

model in tree form, and Table 20 contains the model variables. Tihe model itself is

developed incrementally using testable components to lead to tile final model. The basic

model is defined as:

TURNAROUND QUETIME + THRUPUT

where

THRUPUT EXECUTION + WAITTIME

QUETIME = INQUEUE + POSTPROC

and

EXECUTION = CPU + 10 + EXQUEUE

WAITTIME = SWAPTIME + DISKWAIF r TAPEWAIT

These dependent variables will be modeled as a function of the independent

variables to determine which of the independent variables caused the most delay. First,
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TABLE 20

VARIABLES FOR TIlE

TIJRNAROUNID TIME MODEL

VARIABLE DESCRIPTION

TURNAROUND TURNAROUND TIME

THRUPUF Frhi-RUPUT TIME

INQUEUE TIME IN INPUT QUEUE

10 I/O TIME

EXECUTN TIME SPENT EXECUTING

SWAPTIME TIME S13ENT SWAPPED O'JT

WAITTIML TIME SPENT WAITING l/(- RESOU CES

POSTPROC POST PROCESSING TIME

OIJTQUEUE TIME SPENT IN THE OUT )UT QU,.UE

ARRIVAL TIME OF JOB ARRIVAL

EXQUEUE TIME SPENT IN EXECUTION QUE JES

CPU CPU TIME

CM TIME SPENT IN CENTRA MEMO RY

DISKW AIT TIME SPENT WAITING FOR DISK

TAPEWAIT TIME SPENT WAITING FOR TAPE

DISKIO NUMBER OF DISK ACCESSES

TAPEIO NUMBER OF TAPE I/Os

NINETRK NUMBER OF 9 TRACK T/I PES US 7D

CORE AMOUNT OF CORE USED

MAXMEM MAXIMUM MEMORY USE)

LINES LINES PRINTED
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however, THIRUPUT and QUETIME are modeled separately to detect any exi.tence ot

nulticolinearity or non-additivity between the independent variables before using the

two as independents of TURNAROUNi).

QUETIME MODEL. The Preprocessing and Postprocessing as)ects ot a job, to one

degree or another, should depend on the resource requirements lor the job. Post-

processing, however, is likely to be independent of the resourte iaraineters governing

preprocessing since printing is the sole remaining task tor the job once internal

processing is complete. Inqueue, however, is modeled separat,-ly in an attempt to

determinhe the source variation among the component parameters betore testing their

goodness as predictors for overall QUETIME.

!NQUEUE. The expected time a job will spend in the input queue in an unsaturated

computer should depend on the resources requested and the resources available when the

request is made. The INQUEUE time then, is a function of the following parameters

which the user enters on his job card.

TABLE 21

INQUEUE MODEL VARIABLES

INPUT PARAMETER VARIABLE USHI)

- CPUTIME requested = TREQ

- 1OTIME requested (unavailable) = actual IOTIML

- Central Memory requested = CMREQ

- 7 Track Tapes requested = REQ7

- 9 Track Tapes requested = REQ9

- aging time already spent = unknown

in the queue
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IOTIME requested was unavailable as can be seen but a reasonable approximnation can be

made by using the actual time observed. It should also be noted tlat in nany cases the

user will have estimated a much larger value than required for his job to ensur( that his

job will run to completion (the system will abort a job it actual res, )urce use ex. eeds the

requested time or an installation default time in cases where d request iield is left

blank). Thus the time in the input queue would depend on a large request value that

might correspond to a small value actually used by the job. The INQUEUE model thus

becomes:

INQUEUE = Al + BI(TREQ) + B2(O) + B3(CMREQ) +

B4 (REQ7) + B5 (REQ9) (eqn 6)

QUETIME then, is modeled as:

QUETIME = INQUEUE + POSTPROC

THIRUPUT MODEL. Somewhat similar to QUETIME, the hruput model can be

viewed as a function of the resources used while a job is at a control point. The times,

however, include the time which the job spent in the CM queue due to being swapped or

rolled out. This value is later subtracted from the control point time and modeled

separately but the number of swaps/rolls and length of each is unavailable. The

THRUPUT model then, is a function of:

- CPU time actually used

- PPUSAGE time actually used

- 10 time actually used (will overlap with PPUSAGE)

- CM memory actually used
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- DISKIO actually used

- TAPEIO actually used

- IOWAIT actual DISKWidT + TAPEWAIT

- SWAPTIME time swapped out or pre-empted

- EXQUEUE time in CPU and I/O queues

It snould be noted that a certain amount ot interaction is expecttd between PPUSAGE,

10, DISKIO and TAPEIO. This interaction is a function of the numiber of 1/0 calls made

by a job and not of the number of jobs concurrently in the systemi. Thus the model for

THRUPUT should be:

THRUPUT = Cl + DI(CPU) + D2(CM) + D3(PPUSAGE) +

D4(0O) + D5(DISKIO) + D6(rAPEIO) +

D7(EXQUEUE) + D8(IOWAIT) + D9(SWAP rIME (eqn 7)

EXECUTION MODEL. The time a job spends executi ig ii the system directly

affects the thruput time of a job and is comprised of CPU, 10 ano the time spent in the

CPU and 10 queues. The CPU and 10 times, as noted before can be directly extracted

from the DAYFILE statistics. Queue time for the model, a thou ;h not available as an

independent statistic of the DAYFILE data, can be derived from the CPU, CM and 1/O

statistics. According to the job flow algorithm (Chapter II1) t-ie C7A time recorded is the

time a job maintains its field length while performing CPL and 1/O activities.

Therefore, the difference between the two and CM would account I or the queue time.
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EXQUILI?. - CM - (CPU + 10)

Thie execution model then, is a function of:

- CPU tin;e spent in the CPU

- CM time spent in central inemory

- 10 time performing 1/0 operations

- EXQUELJE time waiting in execution queues

While the nodu.l becomes:

EXECUTION = El + FI(CPU) + I72(CM) + F3(O) + F4(EXQLJIEUL) (eqn 8)

The basic TURN4AROUND model then, as d tunCtion of the previously described

models, can now be portrayed as:

TURNAROUN = C1 + H(10) + H2(POSTPRO,.) + H3(CPU) +

H-4(IOWAIT) + H5(SWAPTIME) + H6(INQUEUE) +

H7(CM) + H8(IPUSAG) + H9(DISKIO)+

HIO(TAPEI0) + HII(EXQUEUE) (eqn 9)

MODEL TUNING

The results of the hypothetical models were tested through regression analysis

procedures to verify their goodness in explaining the variation in turnaround time. The

three dependent va iables (TURNAROUND, QUETIME and THRUPUT) were regressed

against the set of ir dependent variables in a stepwise mode in order to find the optimal

list of variables to I e included in the final equation. The r 2 value was used as a criteria
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in evaluating the models. Once the functional 'ariables were determined an additional

regi -!ssion analysis was made regressing the depeadent variable of each model agaimst its

respective set of independent variables to find and eliiindte thoe which did not

contribute to their model or which exhibited traits of multicolinearity or non-additivity.

Table 22 shows the final results and the critical r 2 values obtained frorr the tests.

The r 2 results tend to show that the selected independent variables, with the

exclusion of the job card variables (CMREQ, TREQ, REQ7 aid .EQ9) which explain very

little of th variation in INQUEUE time, are adequate prcdi( tors for the turnaround

models. Four of the variables originally in the THRUPUT imiodel (DISKIO, TAPEIO,

PPUSAGE and EXQUEUE) were found to have a high degree of multicolinearity with

other variables of that group on an independent regression run of the THRUPUT imodel

and subsequently discarded I romn the set.

After assessing the regression results, the CIA variable, a weighted total of CPU and

10, was dropped in favor of CPU and 10, while INQUEUE was used as a surrogate for the

request variables. The final model for TURNAROUND is given in equation 10 while

Figure 14 shows the independent variables in a tree structure after the leaf nodes have

been eliminated.

TURNAROUND = .14 + 1.24(0) + l.0(POSTP OC) + 1.2l(CI'U) +

.56(IOWAIT) + 1.0l(SWAPI IME) + .99QINQUEUE)

(eqn 10)

VALIDATION

The mean values for the independent variables collected from the SPSS runs

(Table 6, Page 43) were used to drive the model and calculate the associated values of

the final model. Equation II shows the results of the calculations.
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TABLE 22

TURNAROUND MODEL REGRESSION ANALYSIS

cUM

DEPENDENT INDEPENDEN F CRITICAL r 2  PERCENT OF

VARIABLE VARIABLE VALUE VARIATION

INQUEUE TR EQ .0098 .0098

10 .0032 .0131

REQ7 .0016 .0146

REQ9 .0013 .0160

CMREQ .0001 .0161

.0161

THRUPUT SWAPTIME .6389 .6389

CM .2636 .9025

IOWAIT .0449 .9473

10 .0123 .9597

CPU .0141 .9738

9738

TUR NAROUND INQUEUE .6091 .6091

SWAPTIME .1579 .7670

POSTPROC .1452 .9122

CPU .0617 .9739

10 .0126 .9865

IOWAIT .0071 .9936

.9936
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TURNAROUND - .14 + 1.24(2.09) + 1.0(6.53) + 1.21(2.45) +

.56(2.58), 1.01k4.93) + .99(6.25) z 24.84

(,_qii 11I)

The validation indicates thdt the final model provides an excellent precnctor lx the

true TURNAROUND since:

Actudl TURNA, POJND time 24.74

Predicted TURN ROUND 24.84

To obtain turther issurances of the model's accuracy, a random sample (ot 1 percent) of

the jobs was selec ted from the sample population using

SA MPLE 0.01

on an SPSS procedure card. The mean values were derived in the usual manner with the

following results

VARIABLE MEAN VARIABLE MEAN

CPU 1.407 POSTPROC 12.548
10 1.243 INQUEUE 11.157
IOWAIT 1.245 TURNAROUND 31.228
SWAPTIME 3.424

thus

Actual TURNAROUND 31.23
Predicted TURNAROUND .14 + 1.24(1.24) + 1.0(12.55) +

1.21(0.41) + .56(1.25) 1
1.01(3.42) + .99(11.16) - 31.14

,5
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SUMMARY

In this chapter the analyses of the workload observations (Ch,,pt(:r IV) .Vere used as

the basis for developing a deterministic riodel oi a job's turndrouiiu time m the co)mputer

system. The independent variables of the turnaround time worc (r.ed fron the set of

all variables extracted or derived from the benchmark worl.load. Thime were initially

defined as the time spent waiting (Quetilne) and the time spun: prOCe"lign (thruput).

Models for those independent variables were then developed ,nd tQ ted to rind, for each,

a more definitive subset of variables which could be used as ',urrog.ttes for QULTIME and

THRUPUT in the final predictive TURNAROUND time model.

As would be expected in a s-arch for an optimal rnode!, numerous dead-ends were

explored before finding the best combination of variables whch woild expl, in the actual

turnaround time observed. The final model (10, POSTIPROC, CPU, IOWAIr, SWAPTIME

and INQUEUE) provides an excellent tool for explaining the c(elay points in the computer

system.

The coefficients of two variables, POSTPROC and INQUEIiL , show that each unit

change in the variable causes a corresponding unit change n tur:iaround. This can be

expected since the two are primarily functions of how many jobs are in the system and

not of the job itself. An indepth analysis of the variation ii INQIJEUE and POSTPROC

will be made in the next chapter on hypotheses veritic,Ation. IOWAIT, showing a

coefficient of .56, is again a variable independent of a job's execution arid will also be

examined further in the next chapter. In general, however, the value of IOWAIT is

purely a result of unavailable resources (see Rollout, Chapter 1i) and should represent a

one-to-one relationship with turnaround (i.e., a unit increase/decrease in IOWAIT should

cause a like change in TURNAROUND. One possible explanation is that less than half of
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all jobs sampled experienced wait tine for resources while the mioJel averages tie data

points for the entire samiiple population. In fact, the coefficients ,A CPIJ and 1O which

are fuivctions of thruput as is [OWAIT, appear to make up the difference in tile IOWAIT

statistic when the regression analysis treats all jobs as h,tving values available for each

variable. Suffice it to say that for the purpose of this thesis, given the availa;,le data,

the final model accomplishes the task of explaining job turnaround Litte and will serve as

a useful predictor of future job turnaround when the selected independent variables are

varied according to hypothesized modifications.
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VII HYPOTHESES VERIFICATION

INTRODUCTION

As mentioned in the section on requirements for hypotheses v i ifi ation (Chapto'r V).

several of the hypothesized problems required analysis pro,:edur -s beyonld the ,tated

scope of the thesis and of the time available to cdndu(:t si.h tests. The!,e are

nonetheless analyzed and discussed, and while many of them are- sibsequently deferred to

other possible efforts, others have been helpful in addin,; to the overall improvement of

the problem through analytical deduction. The completcly discarded hypotheses and the

reasons for rejection are also included in the analysis which follows. A follow-on thesis

effort should be considered in order to fully optimize to te machine capability.

RETAINED HYPOTHESES

HYPOTHESIS I. A Free-good Approach Has Led to Large Demands. This hypothesis

boils down to assu nptions about the kind of blocking ,rogram ers are using for I/O

operations, and, although an actual investigation was not mnide because of time

constraints, should be included as a potential for time redu.,tion. If it can be assumed

that the hypothesis is valid, then the difference between the nadmnum blocking of the

IBM 7080 and the CYBER amounts to a 41 percent decrease in 1/O overhead:

3000 IBM blocking / 5120 CYBER blocking 41 %

This reduces the effective average I/O time to

1/0 = 2.09 - (2.09 * .41) m 1.23 min/job

HYPOTHESIS 3. Organizational Methodology Differences Compromise Efficiency.

All aspects of the established testing procedures for this hypothesis cannot be

accomplished under the scope of this thesis. One key test for example, a program to
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detect the number of operator initiated lockins/lockouts, could be developed at a later

time to find the exact occurances of that activity. A scheduling bottleneck as

hypothesized however, does appear to exist in the current data and can be examined

without additional programs. Figure 8A indicates a bottleneck during the 0800-1200

period. The exact reason for the sudden surge (the number of arrivals triples during the

period - Table 9A) would have to be discovered by talking to the user organizations

involved. A possible solution, apart from talking to the users, is addressed along with

schedule changes under hypothesis 6.

HYPOTHESIS 5. Scheduling by Shift Has Compromised Multiprogramming

Capabilities. This hypothesis, as with the last assumption, can only be partially tested

with the current data. This hypothesis, pertaining to scheduling activities by shift was

tested by clustering the jobs - f the sample data according to the three work shifts of the

data center. The mean CPU and 1/0 values were then derived and tested through a T-

Test procedure to see if a difference existed by shift. A nu'l hypothesis (Ho) was

established that no difference existed between the CPU and 1/0 resource usage among

the shifts. The alternative (Ha), should the null be rejected, vould e tablish that a

difference did indeed exist and warrant further investigation into the possibility of

spreading the jobs more evenly over the day. The following table shows the test results

at te .03 (1.96) Significance level:

TABLE 23

TEST OF DIFFERENCES BETWEEN WORK-SHIFT PROCESSING

SHIFT VARIABLE MEAN T-VALUE RESULT

0000-0800 CPU 3.093 2.79 REJECT Ho

1/0 3.185 4.46 REJECT Ho

0800-1600 CPU 2.178 2.01 REJECT Ho

1/0 1.634 3.74 REJECT Ho

1500-2400 CPU 2.313 - 0.42 ACCEPT Ho

1/0 1.837 - 1.04 ACCEPT Ho
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The rejection of the NULL establishes the proposition that sore,. diff,.-ence exists in

CPU and 1/0 resources used by shift. Further testing then, throigh a special running

of the CLARA program to extract the multi-programming level during the specific periods

is necessary to completely verify the assumption.

HYPOTHESIS 6. References the internal scheduliiig algorithn. The premise here is

that if a majority of high turnaround jobs are found to be I/O bound, then the priority

scheduler should be changed to give a larger processing time slice to I/O type jobs than it

gives to CPU bound jobs. An exact measurement of heavy I/O bound versus high CPU

bound jobs can only be made with a hardware monitor which is beyond the rurview of this

thesis. Nevertheless, a reasonable surrogate for the test can be obtained from the

DAYFILE data already extracted. Thus, an SPSS run to examine the THRUPUT times

for jobs which used no tape facilities versus those that did produced the following

results:

THRUPUT (tape only jobs) = 35.48

THRUPUT (non tape jobs) 5.00

THRUPUT (all jobs) = 11.97

The results clearly show that jobs using tape facilities tend to spend a lot ger period for

thruput (recall that thruput does not include the input queue time or postpr 3cessing time)

than other jobs. Therefore, the hypothesis is proven warranting a change in process time

allocation in favor of tape use jobs.

HYPOTHESIS 7. 1/O Contention For Specific Device Shows Processing. This hypothesis,

as detailed in Chapter V, can be tested through the development and (,xecution of a

Disk Service Model. Using the device characteristics (see Chapter II) tl e service time

can be derived as:
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I/O SERVICE TIME Access Time + Rotational b)elay +

Block Transfer Time (eqn 12)

where

Block Transfer Time I / (Trans Rate/Avg. Blocki ig,

= 1/(1,130,000/640) .000"7 ,ec.

and

1/0 Service Time z .040 +.0083 + .00057 .04887 se,

then

DISKIO:DISKWAIT = 1.31 / (.04887 * 7000 * 60) = .230

This exceeds the threshold of .04 established as the test criterion. Therefore, the

hypothesis that 1/0 contention is a problem is proven and warrants further testing by

changing the location of the user files to obtain a satisfactory ratio of DISKIO vs

DISKWAIT.

HYPOTHESIS 10. Pertains to Special User Requirements such as private disk packs.

Assessing the DISKWAIT time experienced by the sample jobs (Table 10A, page 55), 6,768

minutes or 112 hours were spent in July by jobs waiting for disks. This value is included

as part of the IOWAIr statistic in the TURNAROUND model and can be extracted to

show the expected decrease in TURNAROUND as a result of jobs not having to wait for

the mounting of their private packs:

where

IOWAIT = TAPEWAIT + DISKWAIT = 2.58 min/Ijob

AND

IOWAIT = IOWAIT - DISKWAIT

giving

IOWAIT = 2.58 - 1.31 z 1.27 mintjob
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HYPOTHESIS 12. Insufficient Peripheral Capability Causes a Battlene, . This

hypothesis can be initially tested with the use of a Printer Service Mdel and

postprocessing time observed. As mentioned earlier, the postprocessing done hi a job is

entirely a function of its print requirements. \ iriation in this time variabl,, beyond

printing would depend on the number of jobs competing for the printers available to the

computer vhich can be modeled as a queueing network with a number o printers

interconnected to a single service queue (the output queue). The inodel for P STPROC

then, is a function of the job inter-arrival times to the output queue, and the service

time of the printers such that:

PRINTER RESPONSE TIME = B * C / D (eqn 13)

and

PRINTER RESPONSE TIME > A ensurs postprocessing stability

when

A = Distribution of inter-arrival times

B = Service rate of the printers

C = Average lines printed

D = Number of parallel printers

Recall in Chapter III it was determined that the arrival time for jobs in the

system follows an exponential distribution with a mean arrival rate of .15 iobs/min.

Moreover, the multiprogramming level for the system provided an effective intr-arrival

time greater than the thruput time which made the system stable from job arri al to the

output queue. Given this, the components of the model becomes:

A = Mean Inter-Arrival time * Multiprogramming level / rin

giving

A = 6.68 * 4.28 / 60 .47 jobs/min
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B = Print Service Time = I / PRINT RATE

I / 1200 = .00139

C = 1,660 (see Table 6, page 44)

D = 3 (see Table 5, p.age 25) (eqn 14)

hence

PRINTER RESPONSE TIME SERVICE TME * LINES PRINTERS

MIN AVG.

thus

PRINTER RESPONSE TIME = .00139 * 1660 / 3 = 0.77 min/job

This contrasts to the .47 jobs arriving per minute which suggests an unstable machine. In

a stable machine, departures > arrivals. A simple recalculation of the mod .1 using 5

printers provides an optimal response time for the number of jobs requiring service:

current arrival rate - .47 jobs/min

current response time = .00139 * 1660 / 3 = .77 jobs/min

optimal response time .00139 * 1660 / 5 = .46 jobs/min

This improvement would serve to reduce the POSTPROC statistic of TURNARC JND

from the current 6.53 minutes to 3.92 minutes or 40 percent, providing a 10 per ent

reduction in TURNAROUND time:

where

current POSTPROC = 6.53 min/job

percent of TURNAROUND = 25.0 %

and

current response time = .77 jobs/min

new response time = .46 jobs/min

then

percent POSTPROC decrease .46 / .7' 40 %
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and

new POSTPROC ;.53 * .40 3.92 min/job

while

percent decrease in TURNAROUND = 25.0 * .40 = 10 kyo

HYPOTHESIS 13. A Series of Internal Battlenecks are Causing the Input @ieue to

Overload. The test criterion established for this hyp( thesis could not be fully met using

the INQUEUE model developed in the modeling chapt.r, Chapter VI. The-e, it was found

that the variables expected to explain much of the va, iation in INQUEUE explained little

more than 1.6 percent of the variation. An additional model, using the ;urrogate

variables of 1/0, SEVENTRK, and NINETRK for the request variables was then developed

and a regression analysis made on the model. The new predictive value for 'NQUEUE

then became:

INQUEUE = 2.28 + 6.81 (NINETRK) + 2.57 (SEVENTRK) + .35 (10)

producing

INQUEUE = 2.28 + 6.81 (.28) + 2.57 (.39) + .35 (2.08) = 5.92

The new model provides a high correlation with the actual 6.25 cbserved in t ie sample

data. Since the surrogate. 10 was selected as a candidate for contributi-ig to the

reduction of TURNAROUND time (see Hypothesis I, Page 98), a cise can be m ide that a

corresponding reduction will occur in INQUEUE time if the suggested changes ire made.

Thus, reducing the model variables by the projected 41 percent pro luces:

INQUEUE = 2.28 + 6.81 (.17) + 2.57 (.23) + .35 (1.23) = 4.46

HYPOTHESIS 14. Workload will exceed capacity. To test this hypothesis, as

detailed under the criterion for hypothesis testing, the current workload represented by
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the sample data, was stratified by Data System to get the me n time used by each

system. Furthermore, recall the initial problem statement that th ! smaller systems had

been converted and the larger syst.ems were yet to be added to th,- workload. With this

constraint, only those systems which were in the top quartile of ti ne use 'Vere selected

from the population. This turned out to be 28.87 hours per month (TJble 24). Based on

the stated test criteria then, the machine's service requirements w II exceed its capacity

with the addition of 4.77 systems if none of the recommended c tanges are made (see

Table 24).

DISCARDED HYPOTHESES

HYPOTHESIS 2. Unconverted Workload Has Caused Ineffic ent System Use. As

stated earlier, this may be one of the reasons why the input que, e is overloaded. The

probable cost to test the hypothesis (see Verification Requirements Chapter V) in relation

to the potential short term savings in input queue overheads time ilaces this in the class

of rejected hypotheses.

HYPOTHESIS 4. Pertains to user actions as they apply to I rograinming practices

and requires an independent investigation into how the users programs have been

contructed. Again, time constraints preclude a thorough examin. tion of the hypothesis

and places it in the category of hypotheses for further study.

HYPOTHESIS 8. Refers to the placement of the operating system and can only be

tested empirically/therefore this must also be pla :ed in the class o deferred hypotheses.

HYPOTHESIS 9. Too Few Activities in he System. The verification of this

hypothesis follows closely along the lines of reas ning. used to verify hypothesis 5, Page

99, and is discarded in favor of that solution.
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TABLE 24

CALCULATION FOR WORKLOAD CAPACITY

Maximum Additional Systems = Remaining Hours / Mean System Hours

when

Mean System Hours = 28.87

Remaining Hours = Total Capacity - Current Workload

where

Total Capacity = ((Nd * Nh) - (PM + CL)) * MP

when

Nd days measured 24

Nh = hours per day 24

PM = Maintenance = (6 * 4 wks) = 24 Hrs

CL = classified = (8 * 4 wks) = 32 Hrs

MP = multiprogramming = 4.28

and

Total Capacity = ((24 * 24) - 56) * 4.28 = 2225 Hrs

also

Current Workload = mean TURNAROUND * Jobs

when

mean TURNAROUND = 24.74

Jobs = 5064

thus

Current Workload = 24.74 * 5064 2088 Hrs

therefore

Remaining Hours = 2225 - 2088 138

giving

Maximum Additional Systems = 138 / 28.87 4.77 (eqn 14)
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HYPOTHESIS II. Insufficient Memory. A, mentioned earlier, this hypothesis

requires the use of a hardware monitor to provide (-onfidence as to its validi y. Viewing

the amount of CORE used by the sample jobs (Tal-le 15B, Page 63) as a guil e however,

memory appears to be sufficient. This hypothesis tlten, is rejected.

SUMMARY

Of the initial 14 hypotheses developed to theorize the turniround problemn nine were

found to be valid and testable with the tools available and within the scope of time

originally defined for this thesis. Two of the discarded hypotheses were still felt to be

valid assumptions pertaining to the problem and could eventually lead 1o a further

reduction in overall turnaround time, but could not be pursued without spec al hardware

monitors to measure resource activity during specific time intervals. These have been

suggested as future research areas for possible follow-on theses efforts.

The nine retained hypotheses can all have a direct influence on the amourt of time it

takes a job to process through the system. A total of thirty-( ne percert savings in

turnaround time can be achieved with the implementation of the hypothesi 'ed changes.

This amounts to a net reduction of 7.67 minutes for the average job. Indeed, the

reduction calculates to 647.35 raw processing hours or 6.3 full days at the current

multiprogramming level. Thus, if all of the variables deemed to be a part of the

TURNAROUND model were adjusted to account for the hypothesized savings, the new

expected turnaround time would be:

TURNAROUND .14 + 1.24 (1.23) + 1.0 (3.92) +

1.21 (2.45) + .56 (0) + 1.I1 (3.75) +

.99 (4.46) 16.75 min/job
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VIII CONCLIJSIONS AND RECO WENI \TIONS

CONCLUSIONS

The objectives of this thesis were to charL.cterize the workload of th. AFLC

CYBER-73 coinputer system; to model that workloid in t-r,ns of its resource uage atid

of its thruput in relation to the system's multiprogunrming -haracteristis; to determine

where thruput bottlenecks existed, and to develop solution, to illeviate the bottleneck

conditions. The dpproach used was a systema ic reduction of the compu er's job

accounting data and a rigorous statistical analysis c f pertfornance.

The DAYFILE accounting data proved to be a valuabl, source from which to derive

descriptive statistics about where joh elongation i;i the system could be dete:ted. All

jobs processing during the month of July, !981, with the ,xception of July 13-19, were

used as the data base to obtain the statistics for the eval jation. A series of reduction

programs were developed to extract and paramet -rize variables pertaining tc activities

on which thruput depended. The resulting para eters were then stratified in clusters

compatible with tailored statistical procedures lesigned to simplify data analysis of

trend phenomena. Analytic models of hypot iesized bottleneck areas were then

developed, tuned, and tested for their accuracy iii explaining the observed performance.

The models were then modified to reflect hyp(othesized solution possibiliti s for the

purpose of predicting future performance with theorizei changes. The fi lal results

provided a clear picture as to where bottlene( ks were occurring in the s ,stem and

answers to what steps should be taken to solve the problem.

The analysis led to a potential 31 percent reduction in turnaround time from 24.74

minutes to 17.07 minutes per average job. Mcst of the theorized reduction is to be

accomplished by changes in programming pract ces, resident file placement, operating

system priority scheduling and job entry. The rerniining reduction would be achieved by
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the addition of two printers to relieve the bottleneck in the output queue. An additional

conclusion made possible by the analysis of existing systern activity and future workload

enhancements led to a prediction that the machine would be saturdted with the iddition

of 4.77 new systems if none of the changes are made.

A by-product of the evaluation and techniques used is a completely developed and

tested sequence of programs and procedures which, if included in a comput,.r program

callable subroutine, could enable development program managers to quickly assess and

optimize the performance of their systems before including them in the computer's

workload.

This evaluation is by no means conclusive. Several hypotheses which could lead to

further savings were deferred to future efforts because of unavailable time and tools.

Although expected machine time savings which could result from a complete analysis of

the deferred hypotheses tend to be on a diminishing returns curve as a result of partial

optimization through the implementation of the previously suggested changes, full

optimization should always ')e a goal for computer operations, and the hypotheses should

not be disregarded.

RECOMMENDATIONS

AFLC should effect a series of steps to realize the 31 percent reduction in

turnaround time for systems on the CYBER-73:

(I) Jobs involved in Tape and Disk 1/0 operations shoul be reviewed to ensure

that the maximum blocking possible for the machine is being used. A 41 percent

decrease in I/O overhead was projected through the developed models with the change.
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Moreover, the change can be made with a ,minimurn of program ch tnges and recompiles.

The result, since it only affects the number of accesses made b,, prograrm, would have

no effect on the programs themselves.

(2) A command resolution should be accnmplisl etwe n the user

directorates to realize a more even input flow of jobs througholit ihe day to relieve the

input queue overloading during the 0800-1200 period each day. It cuuld be found that

some systems are scheduled for running during that period in the hupe thdt the output

will be returned by the end of the primary workshift (0800-1600) wien in fart, scheduling

some of the jobs earlier, say during the 1600-2400 period of the day before, could

accomplish the same goal.

(3) The operating system's priority scheduler should be changed to provide a

longer time quantum for tape use jobs. Although heavy tape usi- should be discouraged in

favor of disk use for optimization of I/O operations, m ,ny tape operations are

unavoidable. Since this is probably the case, penalizing users of tape by excessive

rollouts/swapouts is in effect degrading the overall performance of the command

objective of optimum total system turnaround.

(4) Users should be prevented from using private disk packs for their systems.

The private pack concept in a machine with adaquate file protection and safegards such

as the CYBER only tends to add unneeded overhead co the system and the computer.

It should make no difference to a user if his files are on a public or private device so

long as he has reasonably unrestricted access to his data. Therefore, a switch to public

devices for all user files (classified data being an exception) would permit the operating

system to distribute the files for optimum accessing by user labs.
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(5) Tape files should be pre-staged. TimTte waiting for !,i. ,, 1b% jobs account for

4.9 percent of turnaround time. This is the tiln, it takes tht: )perator to mom)nt and

assign a tape to the requesting job. It job itre, ,n' (.CL) were ,wv loped ,ich that tApe,

would only be used as initial input (and here only ,hen a file coij d tiot r(sidef or, di4,<) and

tot final o!Atlut while using disk for all i:iterinediate file storage, the ta.pe requirerients

could be effectively pre-assigned by the operator prior to the call by the program

eliminating the wait time for jobs whch moust use tape for files. 'he on:ili volume files

which require tape residence should be included in the JCL as attx liarv' oper itions apart

from the usirg, program and pre-s-.aged or post-staged to p,'rnit ,ptiioufl l!3 when the

program accesses those files. This would eliminate the need to h )Id a program in waii

while the operator mounts and dismounts tapes.

(6) Two additional printers should be added to thte 'o n1uter to relieve the

output queue of the backlog of jobs occurring there. Postproc,-.s jig for jobs accounts

for a full 25 percent of their turnaround time. The addition of tk,o .inters would optimize

the output of the current workload to the print rate of the prin'ers instead of to the

number of printers available. This change would result in an over,l 220 houm s per month

in machine processing time.

SUMMARY

In summary, six steps are suggested to enable AFLC to realize a 31 percent

reduction in job turnaround tiue. Forty-one percent of /C) tine or 4.1 percent o1

turnaround time can be eliminated by maximizing 1/O blocking f~ictors. Time waiting for

disk mounting can be eliminated and a corresponding 5.1 percent rdutction in turnaround

achieved by assigning all disk files to public devices. The printec outpult of jobs can be

received faster along with a 10 percent reduction in turnaround tin e with the addition of
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two printers. The elimination of tape wait time by pre/post-stagi tg tape files provides

an additional 4.9 percent reduction in turnaround time. Finally, t ic inp t clueue timhe,

accounting for 24 percent of the turnaround, will be reduced by 29 percent with the

implementation of all of the recommended changes providing an d1ditional 6.5 percent

reduction in turnaround. The combined changes comes to 7 nultiprogrammned

computer hours per month. The time savings, if computed ai a function of the

multiprogramming rate and AFLC's meas:ire of cost per computer h mr, totals:*

647 / 4.28 * 12 - $220.00 = $399,084 per year

Furthermore, the savings can be computed for both Headquarters and the ALCs.

This can be safely done since, as mentioned in the opening statem .nt, the AL-Cs, using a

similar configuration, are experiencing the same turnaround d lays as Headquarters.

Therefore, modifications which can improve the conditions at He idquarters can also be

assumed to provide like improvements at the ALCs). Computing. II sites then the yearly

savings would amount to:

$399,084 * 6 (AFLC sites) $2,394,504

(*) This cost was provided by Mr. Eldon Mongold, LVD, Oct, 198
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APPENDIX A

PROGRAM LISTINGS
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DAfFlLf'))

sol(Tj

i OB N A.M

P A RAMEX

PRMDATA

SPS
CONy, SORT&

STRATIFY

CaN ~ PRKPILE SIC

T-TEST CONIlPS- CI 1 CrORN-

SAM4PLE SELECT LAG GR

JOB FLOW SEQUENCE FOR DAYFILE DATA FROMI RAW DATA TO SPS8 OUTPUT
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p j~j. ,~.~, .i;. &>.~'u *i'*'I ,j't) !XK L~ , UUTI'UI'

*PAj ,Y-4EX ( th ni Lik BXit~2j)UILDS ASA i'1CL

RECORD ir Tn~.h:;Ll'LIi,'~, Jusi A6i IT Pp)cLL:s
T 1114AU611 A CLA PU rLIk !,YSTV-*-I. Ilil, CYBI-'i USES A I;AY[ ILtL
i'.NCLumizi- 'ro ;'i(ACE' [, J,)1 I* ic1 iPUTr (CAt) i"LILi)

.1 :l,,U;Ii ji' y ~ TPUT <j j (P IZI A, Ut WCi1:4 NuT IJ .J ACih
Jui STUEP tCT1VIiTY AS I'l UCCU1jxS- STATIl3'1C-i JkF fiE
AClI.I Ii L3 ARE C.AVIURL0 u,4 1'01 DAYV1LL TrAPE i%.4)
It'4CLUDE~i Ttir "11L OF TirhL -CCURANCE. TIlS HUN USLS
, .O iRTLLU, <LDJCL~i) (ixiA PREVIOUS eASCAL PRUji(AlI
vL~wsiuw ui 'ritL DAYi ILE To EXTRACT' rdL PARANIEI'LRS jU.'JI)
LWJILDS 2, 102 CiiAi1U C'ICRAC(D FOR LEAClH JOE; RUN.
I N.C iAjE) oi. TI i r )wn ur RECOR<DS ARE.

PAI<kiA 1, i'Li DLSiCRU P rION RECORD) CoLU 414z

NAEJ'JIS .UjAL 1 1- 83
0AY 0itY iUN I U-I I
A~RRIVAL TIML ii, JOB ARs<IVAL 1 13-19
flisk~ii JD1~h 4vA1'1 TI.46 1 21-27
TARUPUr PROCESSING i11AL 1 29-35
SURTXTlIE rnu soRrlNG 1 37-43
REQ7 TAPE REQ - 7 TRK 1 45-46
iPEQ9 TAPE REQ - 9 TRK 1 48-49
I'lEQ TIME REQUESTED 1 51-54
CMREQ CA REQUESTED 1 56-61
DISK1O D)ISK ACCESSES 1 63-bB

"11mCORE USED 1 70-75
MAX4EI !IAX .II&4 USED 1 77-82
TAPEWAIT TPAPE ioAITINO. rTIME 1 84-9u

PPUSA6E PP USAGE TIME 2 2-11
SS SYSTUA SECONDS 2 12-21
CPU CPU TIME USED 2 23-3U
C4 CA USED 2 32-39
10 I/0 USIEID 2 41-48
LINES LINES PRINTED 2 50-56

RCVSORTLU iCDS SORTEiD 2 5b-63
TAPEIO TAPE BLOCKS READ/WRITrEN 2 65-71

SEVENTR 7 TRk. TAPE USE 2 73-74
NINETR 9 TRK TAPE USE 2 76-77
POSTPi(OC POST PRCESSING 2 79-85

INQUILUE INPUT QUEUE TIME 2 87-93
TURNAROU14i TURNAROUND TIME 2 95-101
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iPA[,i, i LjATA PA&i~l-' til<RA'Y L 1 30) OF ChIAK
1)ATALflJL iCtJAii(AYLI 1-AXI)) UP CilA.R;

31X~ii , L'AClLi' AdWAY L I. - .j 1 O C, iiR;
F0UhKCtiAR 11 ACidAc) io~tRAiL 1 .4] jUP CHAk;
PARAMLOC i'C !Lb:\RAY[1- U OF CiiAi(;
I'a'JCHiki< ,ACKl-.o)A{(Y .2] oF ClAR;
PARAMkiLLu -

T i' AR/v>1Lo2;
NTAC IlA~hI LJC;

VL 6- PA RA. I LUC

C RC PAR,t-l LkC;
EQC PARAMLuC;
-1rC PA Rk ILOC;

t1 C PARAMLUC.;
ALC PAIZA.LUC;
STC PARAMLOuC;
LBC PARAMLOC;

HC PARAMALOC;
END;
,rim EO REAL;
VAR
TIMERLQ :PARM'LUC;
NA14E PARAMLOC;
DAY TvWOCi1AR;
ARRIVAL :T1MEO;
CPU PARKALOC;
MkDI & PARAALOC;
MkMA"AX :PARAMLOC;
CM1 PARA4LOC;
10 :PAR.AMLOC;
PP . PARAkMLOC;

SWAP :PARkILOC;
DISKWAIT TflMEU;
DWSTART TIMEO
DISKIO :PARAMLOC;
TAPEIO : IN4TEGER;
INQUEkUE :TIM EO;
SEVENTR :INT1EGLR;
NINETR : INTEGER;
SEVENREQ ;TWOCkIAR:
NINEREQ :ThW0CIIAM;
C14REO PAHAMLOC;
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AN lIXti ILCR AGANS TI VARABL

KEY ;~~~~ -I.)CS MUTEC

* I{LJ LA I NE~J OF(1 WT*iA sii) ~ U I

Ci CiiiAi~RC.PAE IEk&;PRLJ

DFJi .INTE'-L NE

PaOLE *E vAIiANTL;KS

(*uNEFULLLINEOF' i 120



~~% L.LL i't(.1L'i(-mLX k'I Li rUOxI~ l' Ct1 I IW1,41

I NiOUk T .)iu (ILAYFI LL RECUj(l.,z ARE UNL~ ~dJbI-' ()
~I i:i,0%.A I' uNa). r~m..ui~; , vi1 'nki ~

IN V'J%-~CAL TO .11'ilALiLLL A1lRAYS .JlTOt~!'b
~~XIN~~ Cu ~ IUJPr iIRST J , 1~~~1

1)1 IK I' .L i L-[<AD AL3 CitRACrL~ks 'u IUILI) TMi

i ITI t I['L k P4 1) C k, TOTUAL R' ,bLANKS)

4RITI, L4 PR-1bCL:CK, .( BLANKS)

Z~iLN~'R'1)CK, i3LUCK3 ,BLANKS)
4 R ITEuN ( R 41) E CK, 1IWS 1PR t3sLANKS)
Wi<lTELN (PliL'lut':CK, * kR04 ',BLANKS);

w " 'lVL" L I' -I ILLCK. E~NTERED IN ',BLANKS)

WR~'LN ('rN1D~C, UNT, ,BLANKS)

~W11'LLN (P1,4 DECK, 'ALRLAD .BLPANKS)
ivaITELN (Pid. !i:CK, 'SVRT4 R ',BLANJKS)

.JRlTELN (PR4LLCK, *LABEL ',BLANKS);
, I~TELN(PRAL0ZCK, ' REQUEST ',BLANKS)-,

EA1D;

PROC EVURE RUADiPARAAB;

(*idLAD raLE PAm--iE'r:R-KLY FILE, STORE IN THlE 12

CHARACTER BUFk'ER PROVIDED BY INITIALIZE.
EXECUTED) ONCE FOR EACH OF THlE 13 KEYS

VAR J .INTEGER;

J ; 0;
REPEAT
RE2AL)(PK4 DECK, CiI)
J =J + 1: BUFkERtJJ := Cil
UTJ1L kJLN (PR4VECK);
,?cz-ti (PRA4 DECK)
END;
Pi'-t:OrLURE IN.LTIALI.ZE(VAR P"AJAA;PARAALOC);
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i~;u~. A' 3 LoU2Ai .,... ji.

1,t jj IL

L. I I)

*CALILL fR0.1 AAINi TO iLbrRIEVE THIE PitRA.I1LPER KiEYb
BUILr AND) STO0REDI ON DIJK AT MIL ij.EGIq~ilMG OF JUU.
KEY DEL3CR1PflONS3 ARE:

BE~GINJ

Wl'ii k'Ai(J04FILE DO B~EGIN
INITIALIZ E (TSC ) ; (*TroPAL RECORD6 SURTLU*)
INITIAL1.k(14TAC); (*NINETRACK r.tApt ASSIGNAENT*)
IN1TIALIZL( i'aAC); (*Li1&VlN TRXACK TAPE ASIGNAENT*)
INIT1ALIZI2(WRC); (*rAPL B3LOCKS3 REAV/WRITTEN*)
INITIALIZE (LPC) ; (*LINES PfrItIDk)
iw.IrALIE(CRC) ; (*CARDS RE~AD*)
INITIALIL(kEQC), (*JOB5 ENTERED) INPUT QUE~UE*)
INITIALI?.L(MTC); (*DISK1 .40UNT L)IRECTIVj2*)
INITIALIZUL(MOC); (*MOUNT ACKN0ILE)Gi"l.ENT*)
IL41rIALIZE(AlC); (*ALREADY AUU JTED :4SSG*)
INITIALIZL(SfC); (*SORT DIRECTIVEZ*)
INirIALIZL(L3C); (*TAPE RLEQUESM(ABEL)*)
INI'iIALIZE(RUC); (*TAPE REQUESP(REQUEST)*)

END;

FUNCTION VIE: REAL;

(*CONVER~T TLA4E FRCM CHARACTER VALUE TO Rti;AL*)

VAR T :REAL;
B3EG IN
T U (;

*r r + (0RD(DL.IN.E2j)OR(O0))*1O;
T T ' + (0R(LiL~k.L3j)-oRD(bUs))*1;
T 'r + (oRD(DLINE[5j)-ORD(bO'))*(O.1);
T T + (ORD(DJLINE(6i)-ORD('O'))*(U.O1);
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i . J i< i 'U U )( J U1)

J I

1HQ6AJG ANl<iVAL- r4UL

VkI.. 0 LJ)N CUIPILOC 7 (VAR : C PARM LOC) 1OOLLhW~;

*. L I.i' cd IN1PJI' RECuRD IS AW Ai AV1NG
Jill Ot< LII~b i'vc1 N'Tlr) STATISTIC, RET jRN TRUIL
it', YL-;.

BLGIUN
J;=U, KEY:=U;
Fuk< I ;= r0PT 3u ojJ BEGIN
J :=J + 1;
I,;'IikL = CLLJCCJ THLN

KLY -A KY + I

IF. KEIY = 7 'PiiLAW
Cu4VPujC7 4=TRUL
EISr COMIji,C0C7 :=FALSL

Pr((OCLDURLU GLVvLLAR~iTA'rS:

(*TdIlS 1k.~oCLWURE GR~OUP T'AKES MiE SYS'IiX GENlRATt~kb
STATISTICS (NOTLDI OY $ IN CC-20 AL6vL BUILDS TBLi
JUB4 ChkU) AND) RESOURCE USE& PARPALkTEIz3.

PROUCEDURIE TAiPkkEQ;

(*GET SEVEW ANU N4INE ThACK REQUe$'r S1~kjSTICS ~

StEVE~RUQ[I4 i)LINLL3IJ;
SLVtEARLUL21 OLIN"'32);
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LLU

L",- 3 :I.;iL . 1l. , jJ

.~ = ~L~ I i'J J i.3:L- .JN

L'l i L )UD Ji
i L~J -+ IJ~J]

L4 o

'*3~JUII;Ei Uk Dliii ACCIrSSES :ADE*)

F'it I I Vi v DU BLGIL4
J 1 J+l ;
Dlst\IO)Li] := )LiNELjJ;

END;

PROCEDURE "0RLUL;

(*(1&'1T COX" Au40 .4LAO4RY RE~SOURCES USED*)

VAR K; 1NTEGr(;

J :=24; K ;=40;

FOR 1.= 1 To 6 O0 i3EGIN

END;
PRJCFDIJRL PPUSE;

(*jir'r LIUIIURAL PROCE~SSOR USE% TIME*)

IALG~I.
J:=24;
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I'& L J >' J, LJ j,

i)AiXL'J IL4j

(*z~lLVLl1,iCOZ'di CONSI1ST:; OF vaIGWP'iLD

clu 1i~ /u II*L USLI

IF i.LlaE[22J ='S' TlliEJ BEGIN
J:= 2
FOR~ I: I TOC 9 Do 3FG 1 N

SWAPIj:= DLINEJ];

END;
END;
PROCEDURE~ CPUU6L;

(*GEIT CENTRAL PROCESSOR' USAGE T134E*)

BLGIN
J.=25;
FOR 1:= I TO 8 DO B3EGIN
J;= J+1;
CPULIJ : DLIIJZ[J];
END;
END;
PROCEDURE CM2USE;

(*jET CENTRALAi40RY WORDS USED*)

BEGI N
J:- 42;
FOR I := 1 To d Do iIEGIN
J :- J+1;

END;
END;
PtROCEUURE IOUSE;

(*GET 1/0 TIriE USLD*)

B3EGIN



I 11' 'oio

JU I *(j I I"k;k~Zi

* ii:, C,: 21- 2. -j l., lm;cY iUk t4LiII SUBIIRU fP1 t4L.

I CC-,''j* i0bCOUuS AktL BILr

i i i itY1 i,; Fo.,k 'Ci JuJ3 ENTV1l i4G 01,

IF CA[ N 'tvO Ci1. CRC ) iM 'jJT 1HEN 61--fNA'I EANbAi(UVAL,

1F- 0DLINi:L2 Ii 'A' TI'i

l BEi 1LXIN
I F' 01, LtIEL 2 5i = 4*'il riwPe i.'

LN L)
EN I)

IF DLINCL21 I 'M TI'iiN Ck-r(EUSI
LLIS E
IF LJL01, 1 NL 21.] 'P? Ti'iEN Pj)JSIj:
ELS E

IF' DLLNE[2IJ = '6' TzILN SviAPOUT
ELSE
IF DLINE[2I] = -L' THEN

IF ARRIVAL <> U Tflt"N
BEGI N
TUNNARU0.' : PEMEk - AR~RIVAL;
STPlOST =IL

SWITC1i . TRUL
END
E ND
E LSE
IF DII411.L[21 I = 'C' THIEN
13 WIN
IF i)LINL[,24J = P' TiIEN CPUUSE
r LSi. C:4US6
I , A 0
ELE L
IF D)LINE[21j J. 'riLEN
ii G
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FOR~ I To iuJ, BL61e,

PROCEDURE' BLUChS;

(*i,r NUawEi< uv TAPE I3LOChKS REAU/WRITTEN.
C0WVEXV F'RO). CHiARACTER ro INTEGER VALUE.
THEkN j'.DD THEt VALUE TO ['HE CLM4ULATIVE
TAPEIo VALUE UNTIL A NLW JOB ARRIVES *

VAR TP ;IL4TEGER;

'PP U;
'PP rp+(ORU(iLI14EL433)-ORL)('Oi))*10oooo;
TP TP+ (ORD(DLINUL44j)-OR(O))*1OOOO;
TP TP+ ORD(DLINEC45])-OR0(b'0))louo;
'PP TP+ (uAD(LLINEL4bj)-ORD(sOI))*10U:
TP TP+ (0RD(DLIWEd473)ORD(bO'))*1O;
'PP TP+ kURD(oLINE[4d3)ORD('O'))*1;
TAPEIO = APEIO + TP;
END,
PROCEDURE LINESP:

(*GET THE NUABL3R OF LINES PRINTED AND NOTL;
TtlL TIE OF JOB COM4PLETrION (TH1IS IS THE
ENDING TId'E USED TO COMPUTE TURNAROUND.*)

B3EG114
J :=21;
FOR I : =1 TO 7 DO B3EGIN
LINESCI) : DLINE[J];
J :=J + 1;
END;
PhRUPur TI,4E -1NQULUE

END;
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( V L'~ : iL, fl.,L viLij A kkl.CJE'X. IL) TAP'L a
1L L:dI'. LOU~j 'Ili IUjjt\L TAPE? WAIT

~Ii.J~'tv JUis ARR1Vi,3 S )

, f.XAI T i'Ai'l.4AIT + (VP - TWS k );

(*_2i(kUJ oukLL VARIAL3LL LJCATIONS. EXLCUTIrCJ
M,,LrLR WiZIPING iIARM.ET1&RS FOR A PREViOUS
JJ13 OR~ UPON ARRIVAL it' A NEW JOII BEFORE
iL.)J 1I3 C'ACOUNi'LAED E'OR THE PRIEVIOUS JUL).

VAR r IAP

i3 tX I
*r h=TAL;
I r' fUdS'Iki'T <) 0 TdiLA
DlSLkNvA1T :i)ISKWAITx + (T-DWSTART);
ENDJ;
i iOCEi0JiL CLr.ARPiARAw1;

B E6 1L..
FOR 1 .= I To 12 D0
B1EGI A
NAMEtII-. SPACE~;

*RCDSS0'PLL4L] : u

TL4EREULIJ :='U;
CPUCII =Sl
MEvI, IAXL I s = 'U
SWAPEI]; Sol;

CARCQLIJ 'o';

LIf*251J := Sol

10[1 Sl

kND;
SORI'X1'ItE 0;
TURNARiOUND) 0;
ARRIVAL U;



li I' I ) r ,

' 4,. 
4 j1 bi I U 

DAYL -a

I AiL R LQL I J U'

ENJD;

L1JNCTIU(* ZNt.i~l N iJu01LlN;

(*CU.-k)AtE AA1E LOF Joi ASSiOCIATED WITH TiiE
Atd(LVI.4U i~w-Coikv WIT11 TilE NA4E OF ' TilL LAS.T
RiECORD. R<ETURN' FALSEL IF NA'4ES ARE DIFFER<ENT.

(ui INICATLS A PARTIAL J0jj WAS IkELV10USLY
bLANG BUILT. PARTYIAL JOBS ARE -'GNURLD)

J ;U KLA' .= 0;
FUR I : i 11U fo 18) DJBEGIN
J :=J + 1;
IF DLIOECIJ= NAt-ELJJ THEN
KEY :=KEY + 1
END;
IF KLY d THIEN
[JPAL4IN TiRUE
ELSE 4Ai1IN ;=FALSE
END;

PROCLI)URE SAVEDhTA;

(*EXECUTrED WilEN A NEW JOB ARRIVAL OCCURS OR
AFTER A LINEs-pRiwrED RECORD IS UET .cE)
AND US6iJ. OUTPUT 2, 102 CHARACTER RECoRL)S
PER PARA~lETLRlZk;) JOB. CLEAR TiiE VARIABLE
FIELDJ MAIEN' CQ4PLE1TC.

Bi EG 1 A
SWITCH :=FALS.;
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j. ~ 1) < g. Ni ) 0 BEGdLiiIN

c ~ 1 1") I i '3 w,)

d L(efit Lta, -jPACL. 0.AY[ I J ,0L,012], t.PACE, hs<R I V'L. 7; 4, i&'CL)
rdLi fl kiI LL-, D ISiLbt I': 7A4, SlktLL, T[ RNJAROUND) 7.4, bi'CkL, Sui< PXi I 14E.7.

4, ~r~i
ill-'L I 2 Lk:, l.tv1. iLi.L 1 J , S.l1VLL'd&LQ L 2 J , SPAC L)

F. 11, IL::, N 1, 1 ~R " 1J , L It - r: 1j S PACE )
1U .L 4 iii

~k~'~(PF' Lu-., PIA.LLL 1 Ji
v4±<LTL(PF1L, )P\CL

FUR L I i'o b Do

4 ITL (f i,_ I, CA LQ LI)

FOiR I I 'lu L Do

.,q,< IT ( FI LL, , I SATh1);

FOR I1 .= I TJ 6 UO

WRIL(PFI LL,.iAC:L i

FJZ< IL(P I I .= I AX ill () Du

WRITALiN(PL'IlL.,AeCL,TAPtWvsAI'T:7:4,SPACE:);
WRITL'(Pr'ILL, SPACL) ;
FUR I *=I Tou 10 00
WRI'rL(PPILE,I PLI J
WR IT L( PVIL U, SPA1C L) ;
FOR I .=I I'PU9 Do
WRITL (PF ILL,. SWI&C I);
WRITrE(WILE, Si'ACL);
FOR I :=1 Tu 8 DO
WRITE(PFILE, CPULIJ);
WRITE (PFILE, SPACE);
FOR I ;=1 TO 6DO
WRITE03F ILE, CA4 13),
WRITE(PFILL.S~PACL);
FOR I ;=I TO 8 DO
WRITE(P'ILEk, loLl).-
WRI'rE (PF.L LL, SPACE)
FOR I1; 1 TO 7 DO
WHlTE(P'ILI;, LINESLI]);

WRIT±E(PtlLU, SPACE);
FOR I 1= TO 6 DO
WRITL(PFILE,i.ZCDSSUH'TELI3I);
WRITE(PFILE,Si'ACL,TAPE1O.7,SEVENTR-.3NNETR3,SPACE),
WRlTE(Pfr'1LE,POSPROC.7.4,SPACL,.INUUEUE:7:4,IPACE);
WRITELN (Pi-'LL, TiiUPUT 7: 4);
END,
CLEARPARA1;
ENJD;
FUaJcriuN CQ4PLoC4 (VAR CLUC PARAM4LOC):B00LEAtN;
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kVt I 1 - 2) ii, -) 3 )J 3 GI L4

J ~ I -1,

1. L'. ih.LI = CLO 'J T i ~LN
I~. +

TV i IY - 4 1iiI.A

itA, L '*-IVLUOJ4 -=FALSJE

Fu 4,C i' ION C .i PL JC 5 ( Vi - HCL L PhJ ~A R-LUC)z J 0L LAI:

(*RLj:.puj TiRJL IF CtJRFU NT RECORD DENTJU1ES T-PE
i:LUCK~ WizL Akb OR w1i:1TTEN

J.=u; .A
V Mi I ;= 2u TO 33 Do iEGIN
J :=j + 1;
IF DLINOJL1j CLUCLJJ THEN

KE =Kt.Y + I
END;
IF KEY = 8 THEN
CUM4PLOC5 : TRUE
ELSE CWXPLUC5 =FALSE
END;
FUNCi'IO,' (I1PLUC6 (VAR CLOG: PARAMLOC):bOOLEAN;

(*rLSTING FOR (1) UISK :4OUNrING
(2) DISK MOUNT ACKNOWLEDGM4NT
(3) REQUEST FOR TAPE DRIVE
(4) START OF A SORT

BEGI N
J;0O; KLY:=Q:
FOR I :=20 TO 26 DO BEGIN

IF. ULINLj.I] CLOC..J) THeN
KiXY KEY + 1

le KEY -7 THIEW
CQ4PL1UCb :-TRUE
ELSE C2O.PLOCb %- rALS&
END,
FUNCeA1I C04PLOC12 (VAR CLOG ;PARA4LOC) :B0OLEA\N;
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J L h~ i V i. J 'ii iJLP i;

-y roLy I
L NV

( jLfl) INPLI:' A.UCohz.U. STOREL IrJ CQ4'40N 1OLL, ULI JL*

B3 JG I N'
I 0; U
FO0R J 1= 'ii llXLU k)U
Di..IaiELJJ SAL
v4IILL; JOT EoLi Lx

I1Z I + I
READ(C~i);
DLINiECIJ C11
EN~D;

END;
UROCtVUkRL: GLr'LIL;

(*u~retmiuE WHI1CH1 KIND OF RECORD) WAS READ. CHLkCK
NA.'E OF JOBi. IF NEW, VWRITE PARAMETERIZE~D RECORD
kjusT BUILT. IF bAAE. DETEMIL&N ITS TYPE AND
GJ. £0 TJE APPROPRIATL SUBROUTLNE.

IF NI4t4lN = F.NLSL ToL.N SAVEDATA;
IF swircLii 'I'iUL TaiEN a.JtUIN
It' Co4PLOC7(PAA:A4FILX.LPC) = RuE THE14
LINLSP
IELSkL TI(LUT - TURNAROUND:

Pospitu 'iiuE - s'rposr.
SAVEL)ATA
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IF 0LlNZ[2uj 9sd*'LiV~LAi31T

ESE )LU

IFS I C CULL:.LUi'TC) AL UL'I

NIVLL'R NIVL-Th 1,I
TAPkE.4iITTI li

E LSE I fE

BEUG I N
IF C(y4PLuCb(,i'i'C) =TRUL THivq 0JSrART:=TI[L
E~LSE IF' =~[U3r1C TRUL THEN L)ISKkJA1TTL'4E
ELSL. IF CO*)IiPLOCb(ALC) = TRUL rliEN I)ISKWAIT'rimL
ELSE Ii" cv.4[ILoCu(SPc) =TRUE TUEN SrARTS:='IJME
ELSE. 13Et1N
IF, C(XlVL0c12('rSC) =TRUE. TkhEN TOTSORT
ELSE IF cuVApLoci2(EQc) =TRUE TihEN INQUEUE ;=TIME
ELSE IF' L'OPLOC5(WRC) =TRUE TdEN BLOCKS
ELSE 6(UNI
IF C04PLOC6(LaC) = TRUE 'IllN TWVSTART =TIME
ELSE IF COaPLUC6(KQC) =TRUE THEN TWSTART TIME
END
END
END
END
END
END;

REW~RI'rE(PRkMDEcK);
WRITEPA RAMS;
REWrRITE(PIL&);
RBSET(P&.IDCYK):
GETPARA*MS.
CLEARPARXNI;
WiIILE NOT EUF DO
BEG~IN
G&PDFI)ATA;
GETLINE
EN4D
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L' ' RNA i1z;iL ( 4i Rv.)UC E , P iU-I EC I, OUTVU T),

(*DRLv4 (DAY~l'1 IA; EuUCV1t Wuvix RUN) RE~ADS 1, v0A-KLY DAY-

VILL 1flI-rL\ rt,.P[L i'L EXP RAl-E ALS SIVCUS PLRTA1NI'NG To 30B v'LOW
hCTIVI'Y LN Till: 3~iUr YS'fL4. BASICALLY, IltL, PROGR)". lzX-
TRACTPL ALL, RE.COR~iS ~JQtIFA "y"" IN COLU; * 4 20 )W Tift, INPUTi
RE1COLU) (Tl4ESCl ARE' SYzS I'El GCERAV-.' M2SSiWEs SIGNALING 1 4CUAM
MING AND uUTX301!4u JOB~S, *nLit iRE.sOuacE RLQUESTs A141 UsG ,4 DN
'11)L TIML 1A. 0AY THiE JuL3 I'RUCE63EI) AND PR~OGRV1(tLii'~ iS
SAGES PEPTAINING ToU RlESoURCt S. KEY PtARN4PETl-RS SLAi(CIIEU IMRE

PRA.XET kEi. DL116S:R L Pl~ 104FSE'U00 i,1E

3YSTE01 MLSSAGhS TO START AND END) JUB31'iONE
w* r Al, R Tr-mt RgCORUS 30RTEF0 TSC

9 TRA~CK TAP~E ASSIGNME~NT NTAC
A -47 TRAC)E TAPE ASSIGNMENT 14 TAC

13 LOC KS TAPE BLO(CKS READ/WRITTEN WRC
E~s PRIN 'rOTAL 1,1NES PRINrrEO BY JOB LPC
IJJ; RiEAD CONTROL CARDS READ BY SYSTi~i CRC
ENTERED) [N J013 ENTERM) INPUT QUEUE EQC
MOUNT REQUEST eO'R DISK PACK MTC
ALREA DISK MOUNT ACi( BY SY'STUA ALC
SOR[4 R START OF' SORT STCl
LABEL REQUEST FOR TAPE LBC
REQUcsTr REQ FOR TrAPE OR DISK FILE RQc

BLANKS '

MAXD 220;
S;PACL

0ARXMOATA PACKED ARRAY CI. .803 OF CHiAR:
!)ATALINE PACKED ARRAYCI. .llAXD3 OF CHAR;
PARA'4LOC PACKED ARRAY~l. . 121 OF CHiAR;
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PARX..1,, I |' I C I, i) =

R [1C01(i~
I I' : PARAI.IL.,,C

N'AC PARAMLOC;
,.v4 Tk2 PAI ; ,',I LOC ;
vAPC :PiI AI.XLOC;

t.PC :PAR-i1LOC ;
CRC : i'ARAN ', l,(_;

EQC PAR/I LOC;
MTC :PAR.ILOC;
AIC : 1 'A I ,L C ;
STC : PAR,'vI ,()C;
LBC : PARAMLOC ;
RQC PARAMLOC;
END;
VAR
KEY IN'PCUER;
PFILE : TEXT;
J : INTEGER;
PARAc-FILE' : PAR4FIEL!)S;
DLINE ; DATALINE;
PlRL4DECK : TEXT;
REDUCED : TEXT;
BUFFER : PARAMDATA;
I INTEGER;
CIt CHAR;
DFDATA : DATALINE;

PROCEDURE WRITEPARAMS;

DUE TO THE INABILITY IN PASCAL TO INITIALIZE ARRAYS WITH
CONSTANTS, STRING CONSTANTS MUST FIRST BE WRITTEN TO DISK
THEN RE-READ AS CHARACTERS TO BUILD THE ARRAYS. THIS ROU-
TINE, CALLED AT THE START OF THE PROGRAM, WRITES THE STRING
ARRAYS TO DISK.

BEGIN
WRITELF(PRMDECK,' ** TUTAL R*,BLANKS);
WRITELN(PRMDECK,' ( N 'BLANKS);
WRI TELN (PUM DECK, ( M ,BLANKS);
WRITELN(PRMDECK, BLOCKS ',BLANKS);
WRIrELN(PRMDECK, 'ES PRIN ,BLANKS);
WRITELN(PRMDECK, DS READ ',BLANKS);
WRITELN(PRMDECK, ENTERED IN',BLANKS);
WRI'PELN(PRMDECK,' MOUNT ,BLANKS);
WRITELN(PkMDECK, ALREA ',BLANKS)-
WRITELN(PRMDECK, SOR 4 R ',BLANKS),
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WRIT:ii4( PRM.MDECK, LABEL , BLANKS);
WRirEI, ( PR.lDLCK, ' .21Eg;T ', BLANKS);
END;

PROCEOURE RGADRi,,IS ;

T1113 PROCEDURE I .ADS riLE iPiRNAE'TI'8-KEY FILE 3UILTr bY WRI[E'
PARA4S AND SP)T<Rl:S EACHI KEY IN A 12 CHARACTER BUFFER PRO-
VIDI-O BY PRuCEDJO.[ UNITLAtIZE. EXECUTED ONCE FOR EACH OF
TriE THIRTEEN KEYS.

* **************************~* ** * * * * * * * * ** * * * * )

VAR J : INTigGiR;
BEGIN
J := 0;
REPEAT
READ(Pl<4DFCK, Cii);

J := J + 1; BUFFER[J] Cli
UNTIL EOLN(PRMDECK);
READL N (PRM1ECK)
END;
PROCEDURE INITIALIZE(VAR PARAM:PARAMLOC);

TIS PROCEDURE RETRIEVES AND PASSES TiE 12 CHARACTER KEY
STORAGE BUFFER TO THE KEY READ ROUTINE (READPARAMS).
CALLED FRat GETPARAMS.

BEGIN

RLADPAAAMS;

FOR I := 1 TO 12 DO
BEGIN
PARA4LI] := BUFFER[I]

END;
END;
PROCEDURE GPTPARAMS;

CALLED FROM MAIN TO RETRIEVE THE PARAMETER IEYS BUILT AND
STORED ON DISK AT TilE BEGINNING Of THE JOB.

BEGIN
WITH PARAMFILE DO BEGIN

INITIALIZE(TSC);

INITIALIZE(NTAC);
INITI/%LIZ E (l-TC) ;
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I N I T IA I IZ E EIPC

I N IP I AI, 1 Z L( C )
INIT[I \LLZ ( QC
I N IT I At, LL e (M- PC)

I NI'IIA1, 1Z L ( ALC ;

I NITIAL, I/ E ( LBC)

1:1 r IALI ( RQC

END;'N/L) ;

PEloCEDIJit.H SAVIDATA;

v RITL TH VALID ACCULJNTING RECORD TO THf. OUTPUT I ILL.
THIS ROlJTINL IS CALLED AFTER A VALID KEY HAS BEEt )ET[:CTED.
CALLED FiRC PROCEDURE GETLINE.

B~'( I N

WRITE (RE'DUCED, SPACE);
FOR I := 2 'ro 72 DO
WRITE(REDUCED, DLINE[ I]);
WRIPELN (REDUCED)
END;

THE FOLLOWING SET OF COMPARE LOCATION FUNCTIONS IRE INVOKED
BY THE GETLINE PROCEDURE TO MAKE A CHARACTER-BY-CHARACTER
SEARCH OF THE INPUT RECORD FOR A MESSAGE MATCHINC THAT OF A
SPECIFIC KEY. THE KEYS ARE PASSED TO TUE FUNCTIOtS THROUGH
THE LOCAL VARIABLE, CLOC, WHILE THE INPUT DATA RICORD IS
PASSED THROUGH THE GLOBAL VARIABLE, DLINE.

FUNCTION COMPLOC4 (VAR CLOC : PARAMLOC):BOOLEAN;

TEST THE CURRENT RECORD FOR SEVEN OR NINE TRACK
TAPE ASSIGN4ENT

BEGIN
J:-O; KEY-=O;
FOR I := 20 TO 23 DO BEGIN
J :- J + 1;
IF DLINELIJ = CLOCEJJ THEN
KEY := KEY + 1
END,
IF KEY = 4 THEN

" COMPLOC4 :- TRUE

137



S l ,SE CXI LUFC4 FLSE"ND;

* * ** * k* ** ** ** * ** ****************

SiEi l' 'Ufh.; CJKRI:Nt' INPLI:' RECORD IS Ai A RRIVING
Jo)B OK L,, S iLtiNPE-:0 STXkVISTIC, RETURN I'RUE

FitNCT10 i' C4,1PiAM,7 (VAR CLOC PARAMLOC):BCOLEAN;

,J:=O; F[ : O

FOP' :1 32 i',) 3d Do BE3GIN
J - J + 1;

IC DLINEL[1 " cLoc[Jj jii iE',
KEY : L.Y + I

IF Ki:\ = 7 1'1iL,"
CUM P LC 7 :-- t1U'.l
ELSE CO.4i'LOC7 := FALSE

END;

RETURN TRUE IF CURRENT IRECORD DENOTES TAPE
BLOCKS READ OR WRITTEN

F(INCTION COMPLOC5 (VAR CLO(:PARAMLOC) :BOOLEAN;
BEGIN
J:=0; KEY:.=O;

FOR I := 26 TO 33 DO BiGIN
J := J + I;
IF DLINE[I] = CLOC[J] THEN
KEY := KEY + 1
END;
IF KEY = 8 THEN

CQ4PLOC5 := TRUE
ELSE COIAPLOC5 - FALSE

END;

(******************** ***************************

TESTING FOR (I) DISK MOUNTING
(2) DISK MOUNT ACKNOWLEDGE
(3) REQUEST FOR TAPE DRIVE

(4) START OF SORT
RETURN YE3 TO SENDING Ro)UTINE

FUNCTION COMAPLOC6 (VAR CLOC :PARAMLOC) :BOOLEAN;
BEGIN
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J .:-o; KEY:=o;

F,'OR I := 20 it) 25 L)L BLJiN
J := J + 1,

IF DL1NL[1J = CL.OC[J] lP,11:N

KEY ;= KEY + I
i':N.);

IF ilEY -= 6 Tlilt'N
C,4PLOC6 := TRUE

Ei ;1' COMPLOCO := FAl,5E
ENi)

( * ************ *** ** ******* *** ******* ************** **

RETURN TRUE IF CURRENT RE-"CORD DENOTES A JOB
ARRIVAL 'Puy TE INPUT QUEUE

FUNCTION CoM1PLOC12 (VAR CLUC:PARAMLOC):BOOLEAN;
BEGIN
J:=; KEY:=O;

FOR I := 20 TO 31 Do BEGIN
S: = J + I"
IF DLINE[lI] = CLOC[J] THEN
KEY := KEY + I
END;
IF KEY = 12 THEN

C(lIPLOC12 := TRUE
ELSE CORPLOC12 := FALSE
END;
FUNCTIONl TAPE :BOOLEAN;

RETVRN TRUE IF THE REQUEST RECORD CONTAINS *
INDICATING A REQUEST FOR DISK SPACE INSTEAD
OF A TAPE FILE

************************** ************************* )

BEGIN
TAPE TRUE;
FOR I 31 TO 37 DO
IF DLINE[I] = '*' THEN

TAPE :- FALSE
END;

(************* ******* ****** *********** ****** ******

THIS PROCEDURE GETS THE NEW LINE OF DATA FROM
llE INPUT DATA FILE FOR USE BY THE GETLINE PROCEDURE

• *************************************)

PROCEDURE GETDFDATA;
BEG IN
I := 0;
FoR J I TO MAXD DO 139
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ii V j~ NUVJi~~ i 4
13 G 1,4
'JI. w, 1 ~ 1'~ 4 )

Rii\1(CUl

BL 6 L 11

E N 1),
iPFRic ,D(;R F: NKI 't,

,1,11IS 1'.,vDiL CECKS 'ME KEY PARNAMETr.R F16LI)13

TO DETER4 i>J WilCii OF THlE DATA COMPARE SUBROl)T1l4153

To ENTER IN ,ETilAM IN ING TYPE 01". RECORD READ

LLI N ;

J 0;

IF DLiNE[2O] THE
BEGIN
IF DLINEE21] <> 'R' 'LIN SAVEDATA

END
ELSE BEGIN
WITH PARAMFILE DO
B3LG IN
IF Cc0iPL)C4(NTAC) =TRUE THEN SAVEDATA

LSE IF CcOIPLOC404TAC) =TRUE THEN SAVEDATA

ELSE IF CCkiPLoC7(LPC) =TRUE THEN SAVEDATA

ELSE
BEG IN

IF C~~t-LlOC7(CRC) = TRUE THEN SAVEDAjTA

LLSE IF COMPI0OC6(MTC) = TRUE THEN SAVEDATA

ELSE IF COMPLOC6(ALC) = TRUE THIEN SAVEDATA

ELSE IF COMPLOC6(STC) = TR.UE THEN SAVEDATA

ELSE BEGIN

IF' CO[4PLoC6(LBC) = TRUE' THEN SAVEDATA

ELSE IF CU4PLOCb(RUC) = TRUE THEN

BEGIN
IF IrAIllu = TRUE Td'LEN SAVEDATA
END
ELSE BEGIN
IF CoMPLOCI2('rsc) =TR~UE THEN SAVEDATA

ELSE IF CCAIPLOC-L2(EvQC) TRUE THEN SAVEDATA

ELSE If CU-k1PLUC5(WRC) =TRUE THEN SAVEDATA

END

END)
E2 NI) 1+E tj u 14



WR IE KN1~ S, RE)LK 1:0
~R : S E XL.AI R I i) 1C K-(i i~'C

c3ETPARi%*1';;

GiU' I L. O Fh I

GE [UINE
E:4

END. (*i4AIN*)
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APPENDIX B

SPSS ROUTINES
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L~a9 ''40,CA' 20u -~u '6iuj7lU 3UALuURtN1 AVli' iuX .1i7-1
L 14 iT, 3 2 0u.
C -Y*lI ~L'. o 'r,.u i~Yf'Lih rPV
C ) I "I LNI. k i'LJI' I L F ' Al. v L,.KtY k'J.4 Ni DFV iAiP
CO -1. 1 Lc., r . CIP.i 1 O. i'i A 1\UUTLIAJ LISTI N6
C.: 0 l .11. '. ui<k .JCN~~i~i J.~. 4 ULT IPLt
Cu 04a 1. EW~- LI. !'. 1. iL ill'm1~y ,-c'riviry
(.A.A -I LATJ. FIL'L CA ). 1 !-.,~ .'1' USi4G, . RISS
C u 1, .1 LN1. JULS CANj J.AL 1,UWs Al PTri< 14JU iURS
v6,N, TAili- I=xUI d=2,kUu 15.

RI.jUULS1, OI)FA PA, *)F.
RL,4JLiT, i~iL)UF', *j.F
(.'PYj3F.."P~i , L)VDArA.
CATlLOU, DFL)ATA, RP=99J
ki.ojINV, 1)FDA PA.
A PCl i, PA.LCLlj), I D=A~' Plf.

RU.~itiuD, LPACLIu ~'AA

LJU, DFDATA, RED1)V, DW.
CATALUj, ZLL)LF, lL)=TJUU71U, Rt'=999.
PUJRLi, DLL)ATA.
RE~TURN, LGO, DF.
RLvi[ND, REDUF.
UL4LOAD, iAPEI.
RLUULST, SRTEDL)kV, *PF.
ATTACII, SORir', l)=T8OU7ItJ,ll4R4.
RFL, 12UUI.
FILE(SiRTEDDF,3T=C, FO=SQ,;4RL=lOO, R~hz)
FILE(REDDF, BT=C, FO=SQj,NRL=1OO, RT=Z)
RL%4I1D, REL)DF, SRTED)F, SORTF'.
LD;T(FILESkDUF/STEDF)
SOUR7. RG ( I 2-SORTF/ R)
CATALO;, SRTEDDF, IbT8037I9. RP-999.
PURGE, REUDF.
RLUUEST, PRL4F1L, *Pj,.
ATTACH, L(O, PIU~l4Xki IU=TB0U'71U, MR-.
REWIND), LGU, PASCLIBD SRTEA)DF.
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LL, , 3 j.il j ,L~ 0j'.

%- L ,..N); 'A i F V I UE , L ) .) L'. I I'9 9

PURS." I- s i' iP 11IL(.LIL.0F.V'

i ,L4LJ, Al~'PUT.

it CILJk.NJ * i;j- , ,UJ, .~IS

L X.I'i'( S

OJN LUAL, TAP L1

i{LQULiT, rT~, *PVj'

ReL, 120UUO.

F1L(R.EDF, BTr=C, Fu SQ,.'RL,=UU, RT=Z)
* RkvilNl). RLDDF, SiRTEL)DF, SOWP.'i.

SOIC'i!4 RG ( IzSORTF/kR)
ChTALOG, SRTrEDDE, IU=TUUU71U, RP=999.
PURGE, RUDDE'.
izcQuEsTr, Pkti'.f'LE, *Pk,.
AI'TACII, LGO, PRAMXI3, IL='f 8OU71O0,4z.
Rk~h'JNU,LGO., PASCL113, LRTEODkI.
LGO. SRTCDDF. Pt4FILt. DF.
CAkrALOU,PRMFIL&, IL)=T8UU71U, iU=999.
PURGE. SRTEDDF.
RIUTURN, I-GO, Uk'.
ATTAClJ, SPSS, IIVAFlT.
ATTACI, DSPSST, ID='C8OU71U,:4R=1.
HiLWINV~ .'RILE, SPS6, D'SPSST.
SPSS, I LSPS3ST, L)PWIFILL, L=LIST. I'JR.
R&Ev'IL'U, OUT~PUT.
friqIND, LIST.
CoP'YSBF, LIST, OUTPUT.
RETURN, SPSS, LGO, DSPSS5T.

Rou're, OUTPUT, D)C=PR, TILu-91, FID=BO30N, STPCSB.
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TiIIS ROUTINE' t ;AGi AW PJXRAMLErk.RjZIi)

* 1t(a~mi x, cowviitrs lTIC 'PM VARIAB3LES To) MIITN

* AND) T,11: UN IT'; VI\R iAI1I T~'OP TJUISAINDS WIIERI AI)Iu.1*

RUN NX:)L CYBJI.R Tif<i'J'I' AN4ALYSIS
TASK 41E Dspss ' AILL. SYSP'14 F liL: 13U ILI)
I1L NAvl'1IU PRM FIE
VLR 1ABI, LI ST JO13, DAM, ARRIVAL, D ISKWAlTr,rfPRi) PUT, SORT, iRu 7 ,1*24, TRIL,

CMREQ, D1SKlo, CORL, MAXAFI ,, TAlPUWAIl', PPIHSAGIE, SS, CPU,
C14, 10, LINES, SORrEl),TrAPEJo, SEVENTPK, N1 mP~rRK,
POSTPROC, INQUEUL,'PTURNAROUND

INPUT FURMAT FIXED)(AS3,1X,F2.O,4(IX,F7.4),2(lX,F2.0),

1X,F4.O,4(IX,F6.O),1XK,F7.4/lX,
FIO. 3, FlO.2, lX,F8.2,2 (IX, F8.1)
IX, F7.O, lX,F6.O, lX,F7. 0, 2(IX, F2. 0),3lX, F7. 4);

MISSKJO VALUES DAY TO SORT DISKIO TO TAPEIG0 POSTPROC TO TURNi ROUN)(0.U)/
REQ7 TO kDISKIO SEVENTkK NINETRK(G)J

VARL IABGLS DAY DAY OF MONTH/!
ARRIVAL TIME OF JOB ARRIVAL!
DISKW~AIT MINUTES WAITING DISK MOtNTING/
TURNAROUND rURNAROUND TIME Iri mituTEs/
SORT MI1NUTES REQUIRED) To SORT!
REQ7 NL14BHER OF 7 TRACK TAPlES REUI ESTE')!
REQ9 NUMBER OF 9 TRACK TAPES REQESTrE1U/
TREQ TIME RLQUESTED ON J0OH CARD 000/
CMREQ CM WORDS REQUESTED 000/
DISKIO NUM4BER OF DISK ACCESSES 000/
CORE AMOUNT OF CORE USED 000/
MA)04I4 MAXIMUM CORE FOR ALL JOB STEPS 000/
TAPEWAIT MINUTES WAITIN4G TAPE MOILNTING/
PPUSAGE TIME USING PPS MINUTES!
SS TIME IN SYSTEM4 SECONDS
CPU TIME IN CPU MINUTES!
CM TIMLE IN CENTRAL MEM4ORY MI4~UTES/
10 TIME FOR ALL 10 FUNCTIONS MINUTES!
LINES TOTAL LINES PRINTED 000/
SORTED RECORDS SORTED DURING JOB 00j/
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I NUA I!,R P f ',)F )! KS 4111 i"I., t4 41'~ u 0
Sf LA 0 i\ K N L - 13 E K oF 7 TRACK TAPLS k./

~~~~~O 9 .' A . 1 '.~< i RACK ThAPES SL)
I% I RtU ( IA PUT11&. ku I NiQJEUL To PuSPPIWIC/
J. ;12 I':)uL I'Ui INPUT' QUEUi6 IN 1 JJ':/

t'0:3~ t6) ' 1,11 1:4 Oi 'I' I)IJQU .JL 'L'IRIJ fL' IA
P' (~IT I. S S iA) t, . 0

( U4 !1 il' 0) )ISKN4AiC 0
Ii' (TPd',vAiI' (,v 0) 1i.%\L 0.
ii' (~~P 'S",'lRoC ilI )i''t" 0.

1>0&' I) auvPo. ' u) o ' s i ' .. 2 '()s III) C p *

iF (INQUIul- m' u NULU
Ii (Tir,. (;y'r 0 ) 1'APELI, lAPI. I .000.

IF (OrLSP'.2 GT DU) I- CAL)4'SO/1000.0

IF (Io GoT 0) to lo/bU.u
COM 1) U'T E IiNQUJCOL, I NQ01EUE * .UO. 0
LF (,vkwuPt'i la' 0) TlIRUl'U'l 0.0
IU (Ss Lu' 0) ss = .0
IF. (SURTI'T Ui ) S0Ri' L 0. 0
it, (TU R NA ROUND GT 0 )TkRN A ROUND =TURrJARI )Ua1 60 0U.

IF ~ ('uAitwur G'i' 0) rIIRUIIUT =TI1RUPUT *6kl.0
lp (,rAm;wAi'I (;T 0) TAPkWAIT =TAPEWAvr * 60.0
II. (TAPEWAIT UP 1.440)TAPEWAIT = 0.0

I l (REQ7 GT 9)RBO7 =0
IF (R1E9 GT 7)RE09 =0
IF? (TUR:4AROUND hr O)TU~cARouND THiRUPU,+iNuIuElj.+Pos;rPRcc
IF (SORTEDn GT 0) SORTED SORTED/10.0
i F (SORT GT 0) SORT =SORI/60.0
IF (DISKWAIT GT O)DISKWAIT=iISKWAIT*60.L)
IF (SF:VINTRK UT 9) SEVENTRIK =REo7
IF (LINETRK GT 7) NINETRK -Rl;Q9
COM4PUTE TREQ =TREQ / 60.0
COMPUTi2 CORE CORE/I000.0
CthPlVTi MA041 ! 4 ,-lA'lE/l0D-Q
COMPUTE~ PPUSAGE VPUSAGE/60.0
COMPUTE CPU CPU/60).0
COMPUTE G, CM/'30.0
CPx4pullz IARRIVAL =ARRIVAL
COM1PUTE LINE~S =LttNES/1000.0
C011puTF, IOWAIT =TAP1EWAIT +- DISKWAIT
IF (SS GT 0)SWAPROLL=T

iRlPUT-SS
IF' (SWAPROLL LT O)SWJAPR0LL-0.0

IF (CM UT (CPu+1o))EXQIJ2UE-CM-(CPU+10)
COM4PUTE SWAPTltME=TllRUVUT - (CPU+Io+I0WAIT+EXQUEUK)
IF (SWAPTIME LT O)SWAP'TIMEO.0
COKPUTE WAITTIMtE=IOWAlT + SWAPTIME
COM4PUTC UC'~rIM1EINQUEUE4P0STPROC
CcUiPU'r EX1ECUTN-CPU4CK+1+&XQUEUE
INPUTr ME~DIUM DISK

146



NN JF CASES UKNOWN
READ INPUT DAI'A

SORI CASES DAx
SAVE FILE PR.-IFILE
F I N JlStI

* TillS R)U'INE 3TRA'I.'S THlE DATA I.CCORDI.I T *

* Ti l' DAYS )F ,IL ,,ION'l'rl PROCr.;SEiD. DAYS FRl Tl *

* TIlE nl4014THS uF JUNE AND AUGUST ARE FIiS'r G'OUPL )*
* 'ITHEN D)CLETED CRL1 'PILE FINAL FILE SO rtA' .ILY *

k JOBS RLIN DUK 1 A6 TIE I4UNT1 OF JULY ARE Ri1& NI11

RL i N lA:11" CYBE:R rIRUi'UT ANALYSIS

TASK NAiIE bREAKOuT t3Y DAY
FILL NAME PRMFILE
GET FILl~ PRIM F I LE

SIJBFILE LIST DAI (214), XI (185), DA2 (309), X2 (155 ,
DA3(166),DA4(147),DA5(219),X3(1),DA6(21),
DA7(318),DA8(267),DA9(305),DA10( 297),i)AII(195),
DA12 (120), X6(l), DA20(219), DA21(28i9), DA22 (270),
DA23(284),DA24(150),DA25(67),X7( ),DA26(64),
DA27(137),DA28(194),X8(268),DA29'137),X9(283)

RUA SLJBFILES ALL
SAVE FIIE PRMFI .E

F1 AISH
*LOR
RUN NAAE CYBER THRUPUT ANALYSIS
TASK NAME DELETION OF EXCESS DAYS
FILE NAME PRAFI LE
GET FILE PRMFILE
DELETE SUBEILES Xl,X2,X3,X6,X7,X8,X9

SORT CASES DAY, ARRIVAL

SAVE FILE PRMFILE

FINISH

* EOR

************* ***** ********* ***************************

* TillS RUN DETERMINES THE NUMBER OF JOBS RUN BY *
* DAY IN ORDER TO GROUP JOBS INTO SUBFILES UN THE*
* NEXT RUN. TiE NUMBER OF CASES PER DAY WILL *

* HAVE To BE MANUALLY KEYED IN ON THE NEXT RUN *
* PRIOR TO ITS RUNNING. THUS, NO AUT(MATIC *

CONTINUATION. IF TILE DATA IS TO BE RUN AS ONE *
* Ca14PLETE POPULATION, AS WAS AULTIMATELY DONE "

* FOR THIS ANALYSIS, THIS ROUTINE CAN BY SKIPPED *

RUN NAME CYBr:R THRUPUT ANALYSIS

(
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S N4 j.RLILIC Ej t)'rA BiY DAY

II I I I. I

ilJN SULBFL",S ALL
FRL.QUi.NC I ES 1 NT'LGirR=)AY (1 3 )
OPT IONS 5
I'INIWII
* LA)[<

* A *t********** ******** *A***** A** ******

* 'I-ilS ROUTLNL CONVER'S TIIE JOB ARRIVAL 'TI;4IA *
* F)RM SECONDS 'O MINU'[vS. USING A LAG FUtCTIoN, *
* [ LE ARRIVAL TIME OF THE PREVIOUS JOB IS SUB- *
* Ti{ACTED FRA4 TIIkL CLJRaENT JOB (TEI JOBS WERE *
* S)RTL[) BY DAY AND TI'LI 01' ARRIVAL IN TiIlt INIT *
* %IL RUN) PROVIDING lI'i; TIME BETWEEN ARRIVAL. *
* A BY-PRODUCT, AN EFE'LCrIVE INTER-ARRIVAL TIME *
* 13 PRODUCED BY USING TlHE MULTIPROGRA4MIING RATE *
* I') PROVIDE A STATISYLC SIMULATING A UNI-PROGRAA*
* [IING MACIINE. TIlS STATISTIC IS USED TO TEST A *
* N JbIBER OF T'HEORIES PERTAINING TO THE MULTI- *
* P.AOGRA:-IMING CAPABILITIES OF THE COMPUTER *
. f *** ** ***** **************************************** ***

RUN NAM CYBER THRUPUT ANALYSIS
TASK NAAE DIRIVATION OF INTER ARRIVAL TI4ES
FILE NA14E PRAFILE
GET FIL£ PKAFILE
COMPUTE IR=LAG(ARRIVAL)

COMPUTE IARRIVAI=ARRIVAL-IR
COMPUTE IARRIVAL = IARRIVAL * 60.0
COMPUTE EFVIARIV=IARRIVAL * 4.28
RUN SUBFILES EACH

SAVE FILE PRMFILE
FINISH
* EOR

* ****** ************ **** *** ****************** ******** **

* T IIS RUN PRODUCES CONTINUOUS DATA DISCRIPTIVE *
* STATISTICS FOR t1EANS, VARIANCES,HIGH AND LOW *
* VALUES, KURTOSIS, ETC., USED IN MAKING THE *
* IITIAL ASSUMPTIONS ABOUT THE DATA *U

RUN NAM . CYBER TI1RUPUT ANALYSIS
TASK NAIIE CONDESCRIPTIVE LOOK AT TURNAROUND VARIABLES
GET FIL PRMFILE

RUN SUB 'ILES ALL
CONDESC RIPTIVE ALL
CONDESC ilPTIVE ALL

(
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* TIS R)UTINLE IS USEI) TO PRODUCE~ MULTIIPLL RE( IZE'3*
S ION S'PAI'is'rICS FC'R TaRE ANALYSIS OF' THE~ VARI )U,"*

* rURNAROUND TIAE M0VURLS i)RVELOPEi) FOR THE~ ST( DY'. *
* THE;~AbL VARIABLES FOR EACif OC THE lODEL'S / RE~
* IGRL'.Si..) AGAI NST 'ilCE[ii RESPECTIVE DEPENDEN'i
* VARI'ABLjL IN A SrPWISE'5 MAN

Ri ~ 4AMICYBER iilRUI'Ul' ANALYSIS
TASK Nk&lE REGRESSIO)N ANALYSIS OF MODEL VARIA1 LES

6TF I LE: PR4FI 1,1?
R1~SUBI'LES A LL1

RLGl(ESSION VARIAI3LES=DISKIO,10, TAPEIO TO NINEl RK/
REGRESSION=10 'JITli DISKIO, TAPIEIO, SIVEUT4'RK, NI[4r:TRK( ) /

IONS 1
L; PAT I STI CS ALI,
1LRSU VAR I AILES=I NuULUE, CPU, 10, POSTPROC, I )WA1TI, TU RNAROUND. SWAPI' Ir4l C, t,
I.. U 1" //

REGRESS IOt'hTURNAROUND WITH INQUEUE, PU,10, POSTPROC.
SWAPTrim E, iowkir, &xQuE~uE (1

0 PtlI ONS 1
STAIrSTICS ALL
iEGRESSION VARIABLES=INQUEUE,THRUPUT, POSTPRoc, PURNAROUND/

REGRESSION=TURNAROUND WITH INQUEJE,rIHRUJPUT, POSTPROC(1) /
OPTIONS 1
STAIrSTICS ALL
REGRESSION VARIABLES=THRUPUT, DISKIO, PPUSAGE,CI U TO IO,TAPEIO

IOWAIT, SWAPTIME/
REGRESSION=TilRUPUT WITH DISKIO,PPLctXGE,CPU TO 10,
TAPEIO, IOWAIT, SWAPTIME(1)/

OPT IONS 1
STATrISTICS ALL
REGRESSION VARIABLES=REQ7 TO C14REQ, 10,QUETIME/

REGRESSION=QUETIME WIn-I REQ7 TO CtI EQ,IO(1)/
OPTIONS 1
STATISTICS ALL
REGkRESSION VARIABLLS=INQUEUE,REQ7 TO CMREQ/

REGRESSION=INQUEJE WITH REQ7 TO CMREQ(1)/
o PT IONS I
STATISTICS ALL
REGRESSION VARIABLES=TtiRUPUT, LINES. sEvENrRK Ta- POSTPROC/

REGRESSIOZ4=POSTPROC WITH THRUPUTILINES, SEVENTRK, NINETRK(1 )/
OPt" IONS I
STATisTric.1 ALL
IGRESSIuN VARIABLE53=DISKWAIT, TAPEWAIT, SWAPTIE, WAITTIME/

REGRESSION=WAITTIME WITH DISKWAIT,'IAPEWAIT, SWAPTIIME(1 )/
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S VA] i V I LC S Al 1

iA \1-S~ [ L 0J VA R I Ab , -S TIlt U PU V,VTJi NAiU)UNI), QU LT 114 E/

S TiSr i c,; Aid,
L,( R S 3ION VAR1Ai;JH. =P ",'cr o , iEXQut.uE, fExiE.cuTN/

LNIS I

* TillS RUN IS USED Tko PULL A RANDok ti i[, OF *

* ONE PERCi.NTr 0F MEf DATrA CASES AND REGRESS THE*
* RiE-SULTS \kGAINST MiE TURNAROUND MODEL TO FURTi*
* TEST ITS ACCURACY IN PREDICTIN'G THE TRUE TURN-*

AROUND TIME FOR JJI3S

R U N N AM E CYI3EP 'PLRUJIUT ANALYSIS
TASK Ni&AL TEST OF DIFFEREN'CES B3ETWEEN WEEKLY PROCESSING
GET FILE P 14F ILU,
RUN SUBFILES ALL
RECODE DAY(LOWEST riiRU 5=1)

(b ThiRU 12=2)
(13 TIRU 19=3)
(20 TiIRU 26=4)
(27 TrIRU iiIGliES'=5) (.LSE=O)

'P-TEST GROUPS=DAY(1, 2)/VARIABLES=ARRIVAL, SS, CPU, 10, TURNAROUN4D,
SORTED, SEVENTRK, NINETRK

'P-TEs~T GROUPS=DAY(1, 3)/VARIAHiLES=ARRIVAL, SS, CPU, 10, TURN4AROUND,
SORTED, SEVENPrRK, NINETRK

T-TEST GRQUPS=DAY( 1, 4)/VARIABLLS=ARRIVAL, SS, CPU, 10, TURNAROUND),
SORTED, SEVEN-TRK, NINETRK

T-TEST GROUP'S=DAY(1, 5)/VARIABLES=ARRIVAL, 5, CPU, 10, TURN4AROU-ND,
SORTED, SEVENTRK, NINETRK

T-TEST GROUPS=DAY(2, 3)/VARIABLES=ARRIVAL, 5, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

T-rUST GROUPS=DAY(2, 4)/VARIABLES=ARRIVAL, SS, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

T-TEsTr GROUPS=DAY( 2,5 )/VARIABLES=ARRIVAL, 5, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

P-TEST GROUPS=DAY(3, 4) /VARIABLCS=ARRIVAL 4 , SS, CPU, 10, TURNAROUND,
SORTED, SEVENTRK, NINETRK

T-TEST GROUPS=DAY(3, 5)/VARIABLES=ARRIVAL, 5, CPU, 10.TURNAROUN4D,
SORTE), SEVENTRK, NINETRK

T-TEs'r GROUPS=DAY(4, 5)/VARIABLES=ARRIVAL, 5, CPU, 10, TURNAROUND,
S0RrED, SEVEN'TRK, NINETRK
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F IN 1,

rA-3K N, L ONE: iS~C~>PiXPLA OF hlib CASES

QF ' F1 L, E' P 101 F 1t' .

0.01

"41%1.NA4L RfEGRt:S~loN ANAiLYS IS 01' ONIE PERCENT WiAh

,'LJRJ SUB]" I r,2 ALL
iLRUSI)N VARIABLfUS=INqUUUU, CPU, 10, SWAPTIME, 10WAIT, I?0S UPROC, TURt4ARUUN)')

~~ WITH CPlU, 10, LNQUEUE, SWAP~TIA E,
IW10T ', POSTPROC ( 1)

Tin T I ZL), iS USED TO TrEST A HYPOTtIESIS T1HAT *

* VARIA13LLS (MkIER THAN THOSE REQUESTED ON THE *

* JOB CR IAS AN E FFUCT ON' THE AMOUL14T OF TIMAE
* A JOB SPE.NDS iL, 'PII INPUT QUEUE~

RUJN NX4E CYLS UR TtiRUPUT ANALYSIS
'P~~NAME REGRESSION OF INQUEUE VARIABLES

GETFILE PRMFILE
RUN SUk3FILFES ALL
RfG;ESSION VARIAI3LES=INQUEUE,CPU. 10. CORE, SEVEN4TRK,NINETRK,

TURNAROUND/
REGRESSION=IAQUEUE 'WITH CPU. 10, CORI", SEVENJTRK, NINETrRK,
TURNAROUN) 1)/

OPTION"S1
FINISH
*EOR
RUN NNME CYBEJ( TIIRUPUT ANALYSIS
TASK NAME TH-RUPUT fILS FOR JOB3S WINO 10 RESOURCE VS 10 RESOURCES
GET FILE PRMFILE
*S~.'IFCT] IF (TAPEIO G'r 0)
CONOLSCRI PT frVf: TifRUPU'r
* S "L ECT IF (No'r('APEIu GT 0))
CONDV'SCRIPTIVE TtiRUPIJT
CoNDEkSCRIPTIVE Tk(RU-'LT

FINISH



* TO1S R~liTIM\L I!>SE l'o*~)P STRAIrI JOLIS BAY WORK(-*
* LI~oi ii~ sLri:4w ?% mPo~piiisI rlIAT A [4IPFE'JR-.

* ENCb ; SIN T41IIE ~i'l1 AND SIZE~ Of jOBS *

* PRU~i: ~SI, T.y tII' !)IFLSRUNTJ SHIT ~S*

KRJN lJfl 1 R idPt A~LYS IS
'AS-K NAME AL: AN VALUilS B3Y SilIPP

PIllE !NAIMl PP14F1 LC
6 E, 1 r, 1, 1 PI-1FlLIE
S 1, .'CT Ii., (ARRIVAL LL' Ud.O)
SLIrt-CP Lt., (ARRIV41L 13T 08.0 AND LE 16.0)
SEL(c1,IP (ARIVAL ,3T 16. 0)
s U BL'I L. L I S r 13(1311), S2(2378) , 3(1375)
RUIN SG13FILE; ALL
CU-)'IrSC RI PP' [Vi, CPU 10
T -T S' I' GlRoUlS=Sl., S2/VARIAf3LES=CPU, 10
T1-TESTL GROI'5"-=SI, S3/VAeIABLES=CPU, 10
11-11-131 GROUl)S=S2, S3/VARIABLES=CPU, 10
SAVL kILL,! PRMllF ILE

* TIlS 01.1TINE IS U]SED To CONVERT THE~ ALPLIANt14ER-*
* IC J03 NAAL1; GROUP JOBS BY SYST124; AND SINGLE
* OUT T loSE SYSTI!S FOUND IN THE UPPER QUARTILE
* OF TURNAROUND TIM4E USAGE FOR THE PURPOSE OF *

* EsTING A THEORY ABOUT WH1EN RESOURCES WOULD BE*
* EXHAUSTED GIVEN THE CON4TINUAL ADDITION OF NEW*
* SYSTUk4S ON THE COMPUTER

RUN Nk4E CYiAER TILKUPUT ANALYSIS
TASK NAME INITIAL AGGREGATE FILE BUILD
FILE NAME PRMFILE
VARIABLE LIST W,O,R,KU,N,T,TURNAROUND
INPUT FURMA'r FIXE~L~X,7(A1)/89X,F7.4)
M~ISSING VALUES TURNAROUND(O0)
IF (TURNAROUND GT O)TURNAROUND = TURNAROUND *60.0
IF (TURNAROUND LT O)TURNAROUND =0.0

RECODE W TO P( 'A'=20)('821)('C*22)('D'23)('E'=24)

('F'=25)('G'=26)(H11=27)('I=28)(1j'-29)('K'30)

'R'=37) ('S'=38) ( T'=39) ('U'-40) ('V'=41) ( W=42)
('X'=43)('Y'=44)('Z'=45)(".'=46)(CONVERT)

COM P~UTE WORKUNIT=W+O+R+a(+U+N+T
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I 1.4 PUT A4 E1) 1 IA iS\
IJ .)F CASL"S UtNN N
ELAi) INPUT LX. P'A
SORT~ c:'A -; I-S W.)RK0141 PI

1 I.' I , t. S0 I(I

RUN NAIE CYI3ER TtIRUIUT1 ANAJLYSIS
I'A~~ Nl U '..RL'XA PEON ()V WuRURRIT1

FillE NpiME BCDOU.T
GET F1 LE I'RMFI E
RUN SUBFIlI&IS AL
AG, I R G A 'E QRO UPVARS=WU.J Ii K4 T/ VAR IALS=r J RNA WU IqJ/

AGGST'APS=VAL LN, SUM ,M LAN /
CUNDULSCRI PT IVE. rURNA~k)UtN)
SI\VE PILL BCD(.UTl

i<UN NA:4L CYBL\ 'FiiRLJPIUTI ANALYSIS
TAS;K 4,IE M1EAN VALIJES OF SYSTEM TURNAROUND TIMES
\'ARIAB-liE LISP' WORKUIUT, TURIL'AROUND, VALIDN, SLM,MEA4
I N P UI EL DIUM DISK
INPUJT FORMATr B I LA RY
COND[ESCiRIPT IVE WJORKUNIT TO0 MiEAN
F I N £Sk
*EO"R
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P~hi)' N.L .) .I i.. Il11 P TY I IA

Ru Io Ii t Ii i LiUI

4i , l I itL UU- o uuu ( Z ) J. ui' 10 () 1, J i. . ( ).1x.- I u

.j ) I 4u0-1uI0 (5.~)6I50.1-100o( u)Id~-u~

(I)0d21u (2)LO9-* tike lu/'L 21.

(~23 UN (4)-3-4 11N (5)1- 1IN

SE*Vi~ Pi13 (V )TAPLS/N I ' 4 L Pfli' 1) AP S
i<L.27/( '~:/w2 (0 )PAPLs/

Ki .C jo AiR1 '%L, (1,04IESi' TIIRU 2.0 = I )
(2.uJ1 TriIKU 4.0=2)
(4.001 rti,<U 6.0=3)
(O.Uol TiiRtW d.0=4)

(6.001 THRil 10.0=5)
(iu.ool 1 k '1iR 2.0=6)
(12.001 'rLIw 14.U=7)
(14.001 TEIRU lb.0=8)

(163.0,31 'PdA 20.0=10)
(20.001 TIIRU 22.0=11)
(22.00l 1 'Rti HIGUEiST =12)(ELSE=U)/

DIs~vd.'(LLWE'T rilRo O.01 = 0)
(U.011 TiikU 1.0 = 1)
(1.001 'PIIRU 2.0 = 2)
(2.001 TiIRU 3.U = 3)
(3.001 rtiRU 4.0 = 4)
(4.001 TtIRU 5.0 = 5)
(5.0J1 TIIRU 6.0 = 6)
(6.001 TIIRU 7.0 = 7)
(7.001 HlRdJ 6.0 = 8)
(63.001 TL!RU 9.0 = 9)
(9.001 THRU i1GHEiST 10)

RUN SULW1ILr:S ALL
FREQUENCIES INTLGl.R=ARKIVAL(0. 12) UISKWAi'r(u, 10)
OPTIONS 31618
STLATISTIC!b ALL
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S CAT I. I Q, AIl1l

i ,~ ~ J f i, IL

~ L 1 L' £C \LL,

hL UV S V £.L

ViUxL IL L\.i iVL CI )UJU)U-U)2Ut) (2 )U20U-04UJ (i )0,-1  ,uU()
(4 JLuJ- 3U~ ( !.)) oU-I0u00 () 1 0j-..u,) ) ( 7 ),4- 1-iu

(0) 1"Ou-Ii' ( (9 jual(1 ) LX3Si'd 1 Al1800 2 1 2 Ai

(3)2-3 :41IN (4)3-4 MIN' (5)4-5 A l.

(,)d-9 A1i (1009 OR A4oRI/
SLV,-.4V\K (U)1,.APLS/NINL'VRK (O)TAPES/

PRitu-.JU(u (1 vwLs/ E-)( TIA IUT 1s.uS()-l

(4010-20 AIN (5)2U-30 AIIN (C)30-60 41.N
(7)bu-9U M4IN (8)90-120 A4 (9)2-3 119~S
(10)3-6 jIR6 (11)MORE THAN 6/

10 (u))NN (1)LLSS TILiAN 1 'AlNUTE (2)1-5 MIN
(3)3-10 AIN (4)10-30 AI1N (5)3U-bcO -M1N
0.01-2 11R (7)2-3 LHR (d)3-b L&R (9)Mrlk TiHAN 6/

6W1'1D (U)LqJ-ML (1)LLSS THAi. 1K (2)1-5K
(3)5-10K (4)10-3UK (5)30-60k, (u)bJ-i2UK
(7)12U-180K (d)1dU-3uOk (9)MURL' THAN 300K/

a4l (ULESS TUAN 1 :4INUTE (2)1-5 AIN (3)t-1U AIN
(4)10-20 AIN (5)20-40 .41. (6o)40-60 '41t.
(7)Ou-90 AIN (d)-)0-120 AIN (9)b40RE TAN 2 iiRS/

SORT' (U)NONE (1)LE6S TdAN 1 MI1NUTE (2)1-5 MIN
(3)5-10 MIN (4)10-20 AIN (5)2U-JU AIN
(6)JU-60 AIL4 (7)bU-90 AIN
(k3)i)U-12U MIlN (9)MOR& THAN ' iIRS/

DISKIJ (1LESS THAN 1Il (2)1-51 (3)5-10K
(4)10-2UK (5)20-4UK (b)4U-bLUK (7)MOlRE riAN G(OK/

CUI<L (1LE-SS THAN 10K (2)10-50A (3)50-lOOK
(4)100-150K (5)150-200K (6) 203-25oz\
(7 )MCIoE TihA 250K/1

PlluSAGE (1 )iESS rf1iANq I mia.4U't; (2)1-5 41N
(3h-10AIN (4)10-15 A11.4 (5)15-20 1i1:4

(6)20-30 MIN (7)30-60 MIN (Ld)CJ-9U :41N

(9)1.0RE LIAA 'JLS
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c~~'u (1 ji:~i>; ' 4 1.. (2 ) u- 2 L ()224.

(4k)2.--3 ('jLiU-48 61LC (u)-4,3-60 J'L;-
I, I I-' '.I (d)-I (, (')I-2ku .4N (10 ).iuztu 'VI,~

' u/

1,A Ji 6 U i , ' u i J ( I jI- I tt (. 3 1 )- 1 r

(t.Oul TkIiRd 5.0 2)
(5.0'JI THIIU 10.0 =3)

( 10 00 IiKRU 20.0 =5)
(30.UU1 VllRU JU6.0 = )
(uU.UUI 'TLifU 90.U0 7)
(90.0Ul Tiit<U 120.0 =d)
(120.001 TkiRU 18U.U 9)
(160.0U1 TrIRO 400.0 = lo)
(3uu.oui T1iRu ,ilLHi~sTf 11(LsE=o)

ILivi SULIFILLS ALL
I RIEUULNC .1ES IN'FIh0ER=TURL4ARUUND (0, 11)
Oilr1JNs ,bb
S VATisrics ALL
F1.14181IS I
* Lot<
FiUN Nhk1z CYLIER THRUPUT ANALYSIS
TJ SK NAM E H1S1'OGRN4 RUN UP SUBFILES
GuEr FILE PKIF1LE
VALUE~ LABELS IU (o)NONE (1)uESS THAN 1 MINUTE (2)1-5 mI4IN

(3)5-10 AIN (4)10-30 A4IN (5)30-60 MIN
(6)1-2 ilk (7)2-3 HRK (8)3-6 HR (9)MORE THAN 6/

SORTED (0)NO4NE (1LESS THAN 1K (2)1-5K
(3)5-10K (4)10-301; (5)30-60K (6)60-120K
(7)120-180K (t3)1d0-300K (9MOR THAN 300K/

RI:"CUDE 10 SORTED (LOWEST TH-RU 0.01 = 0)
(0.011 TtIRU 1.0 = 1)
(1.031 TiIRU 5.0 - 2)
(5.001 TIIRU 10.0 =3)
(IU.oUi TIIKO 3U.0 =4)
(30.001 TiiRU 60.0 =5)
(6U.001 THRu 120.0 =6)
(12U.001 THRU 180.0 7)
(180.001 THRU 300.01 8)
(300.1 THiRU zIIOHEST 9)

RIJN SUBFILES ALL
FREQUENgCIES IN'rLGER=I0 SL'RTED(0, 9)
OPTIUNS3,6
STATISTICS ALL

156e



C$Ci' ILL Vit -1 IiL.

(17 ),,u-9zu 11.-. (6 )9,)-12U .411W (9~).4.E I i~ 2 iRkS/
Sui %'),4juk- (I )LL-- 'i'&A,4 1 .11ALTE (2 )1-t> .41:4~

(,4) u-1 2J A IN (') ):luX 1,iN 2 IIRS/
RL%2LbL C'l (Luaj.G'V 1,11iLj 1. 0 = 1)

(l.Ji1 TdiWU 5.0 2)
(tU1'itRU lu.0 3)

(10.001 TdiRb 20.0 4)
(20.UJl 'i'IRU 40.U = 5)
(4J.001 'riiiw G0.u = o
(bo.u riIRu 30.0 = 7)
(90U.OU1 TitRU 120.0 6)
(12u.001 niau iiL;iiEs'r =-)LS=)

(O.uu2 TuRd 1.0 1)
(1.001 fthiRJ 5.0 = 2)
(5.001 h'iRO 1u.0 3)

((10.001 Ttwu 2U.0 4)
(20.0J1 Tf1<U 3U.0 =5)

(30.001 'riiRU b0.0 6)
(bo.oo1 riiku 90.0 =7)

(90.001 TkiRU 120.0 =8)

(120.001 raRu iiIGi-iST =9
RUN' SUI3FILES ALL
1?REQut'c~I'tS INTEGLk(=CA SORT(0, 9)
OPTIONS 316,43
STATISTICS ALL
F IN IS i
* k-.0R
RUN 14AI40 cyLaj.R I'ihupuTr ANALYSIS
TASK WAAE HI1STOGiei R~UN OF SUB31ILi.

V, LWi' LALSIELS AKRiVAL (1)0u00-02o0 (2)0200-0400 (3)0400-ubQO
(4)uUO-U8UU (5)UU0U-1000 (6)IUUO-N.10N (7)NUON-1400
'kd)1400-1600 (9)1600-1800 (10)1800-2uO0
(11)2ooo-22OU (12)2200-M4ID/
DISK1,iiT (U)NO4t0 (1LLSS THAN I AI4NUTiE (2)1-2 *-1iW

(3)2-3 AIN (4)3-4 MI1N (5)4-5 M4IN
(6)i-6 MIN (7)-7 &HIN (8)7-8 AilN
(9)8-9 A4IN (10)9 OR MORE/

BLVk.NTRK (0 JTAPES/WINETRL( (U)TAPES/
REQ7 (U)'iAliLS/RiW9 (0)TAPES/
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('U)i'-ZJ 1 (1)A.j '1 ()j-Oi

( jj .i- i ( i1., [~ It - i'Hh l u/

(j)3-iv*u (4)10-30 *ilt (5)30-uj .11

C I I )L T I';hi4 1 11,jJPL ( ~.4 IA ( J) 5-I10 .11i'N

I )~iu .11.,I (d )90-1 20 '41N (9). RI-<i TilikW 2 ORS/
~ i 3 )aw~(1 )LELS rdlAN I AINUTLi (2)1-5 1IN

(J) j-I0 AIN (4)10-20 Ala (5)20-3j 411
(u)J0uO Ail (7)60-90 AIN

(c)4u-120' :11,4 (9)MvORE TUAN 2 ih<.i/
I""., i (I..oS THIAN IK (2)1-5.K (3)5-10K

(4)10-20K (5)2J-40K (6)40-6oK (7AURL liiAN UUK/
coi<Z (1)Lcs3 Tri(AN 1UK (2)10-50K (38iU-10oK

(4)100-150K (5)150-200K (6)2do-25UK
(7 )..,JRL 'riA.N 250&/

IIPUSAG-. ( )LiESS TIAN I *4iNLJI' (2)1-5 Ali\!
(3)5-10 MIN (4)10-15 AIN (5)15-2 U
(u)2j-30 AIA~ (7)3U-60 .410 (8)b0-9u AIN
(9 ),NhJKA TitAN 9U/

SiAPI1L (0)UNt: (1 )LIUSS THtAN 1 AlNu~n. (2)1-5 AIN
(3)5-10 Ali4 (4)10-15 MIN (5)15-20 AIN
(0)2U-JU AIN (7)30-60 AI1N (d)bO-9U AIN (9)i4URLLiih

N 9J/
Ci'U ()i; TiltiN 6 SEC (2)b-12 SEC (312-24 SEC

(41)24-36 SEC (5)30-48 SEC (6)48-60 SLC
(7)-5 .'wlt (U)5-10 AIX (9)10-20 AIN (l0)MORE Ti1AiN

20/
TAPCIO (O)NONEi (1)LiLS' THAN 1K (2)1-5K (3)5-10K

(4)10-20K (5)20-50K (6)50-10oK
(7)luo-150K (8)150-200K (9)MOR! THAN 200K/

RLCUUE IJISKIO(L,'JEST TiIRO 1.0 = 1)
(1.001 rTHRU 5.0 =2)
(35.u rfRU 10.0 3)
(10.001 TiIRU 20.0 4)
(20.001 TIIIW 40.0 5)
(40.001 TH-RU 60.0 =6)

(bo.UO1 TIIRU HIGHEST = 7)(EL.SEzO)0
CL)RE(L0i&S'- TllRU 10.0 =1)

(10.1 T1IRI 50.0 -2)
(50.1 T~iRU lOU.0 - 3)
(100.0 THRU 15U.0 -4)
(150.1 TkiHU 200.0 - 5)
(2JU.1 'IIRU 250.0 - 6)( (25U.1 TLIRU IIIGHEST - 7)(EL.SE=J)
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.4 LISUblA~Li~ t %)CuLt ,7

OP11 UNLI 3
STiT I S IC~ li LL

'FAJi% NJA'h t115'i'URA\ 1 U.4 0UF 3UUBI1LES

61:Lu, V~IL PPiAt i F1 1 1'l1  MtP ()- 1

Viti i-bl;S PUA1.I (I )O-'Li ( ll S.3 4AN (21- 41~1N 21-
(3).5-10 AIN (-4)10-15 UN1t (5 )15-2OAU
(o,)2U-:30 '11NJ (7)30-bO ;4N (B)60-9U 41W()~iREM

CPU (1)L~bS TlAN 9J/S ()-2SE 3122

'I'yAPEiJl (U)NO14E ()LLS TiAN IK N (2)1-5 351K1
(41 -0K. ()0-5 11 ( 5)15l2OOKL

()'U-4A(7)100-150KI (8)60020K9L)yOR AiIN 200k../ r~i

(7.01- MIN 10.5-0 (9J02 3) 1),4lE 110

TA 0(10.001 TI)LRU 15.0 1K 4) 15K()51

(15.001 IIRU20. 815-20 5) MR 1AL420%

Ru%2DE PU.;~t:(20.001r THRU 30.0 =1
(i0.1 TRU 0.0 - 7)
(5.001 TkIU 0.0 - 3
(90.001 TkIRU 15.0iES = 4)(LS=

S.ATM(L0WLST TRU 20.01 - )
(0.011 TH~RU 1.0 = )
OU.001 THW 5.0 - 2)
(5.O01 'THRU 10.0 - 3)

SATM(Lu.001 TIRU 15.01 - )
(001 rllu 2.0 - )
(.OUl 'rtU 3.0 - 2)
(5.001 rtRU 10.0 3 ')

(60.001 TiiRU 90.0 -8)

t9u.uO1 TaiRU HiIGHEST - 9)(ELSE-U)
RUN SUItLLb AtlL

FkQurJK4ci Es lWrk,.u4-'U5AG9 (0,9) SWAPFIME (0.9)
OP1LO4~, J.6. tj

*rw

RUA NAiE~ CYULR riRui'u'r ANALYSIS
TASK .'A&4h tIST0GkA4 KIN UP SUBk'ILES
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V~\UL:i~~Lb, L 1L ) ~ 0 U )LC z ) 0-1 2 .ihc ( 3 ) 1 2-z 4

2K (2 )l- 1 1/i

(4 )1 (-2oi,, ( 5) 20-jU0& tU)W-UIjua
t )I o- I 5ui< k(,) 150-2uOi\ '., ~I[. :I. Jr.

Ki ;~di CPJ C U. J,- L.21 u [' 0~ .. 1 = I )
(0.101 Vilitu 0.2 = 2)
(J. 2o1 TIIRU 0.,4 = 3)
(0.401 THi1U 0.0 4)
(J. 001 THIRU U.3J = 5)
(0. a01 riflw 1.0 =6G)
(1.001 TiiRU 4.0U = 7)
(4.001 IPRU 6. U d )
(5.O01 TkIIRU 12.0 =9'1
(12. oil 'rIRU IiGiLS'r = 10U) (ELSL=u)/

T. hLILJ(LO-iL5P itCRu 0.001 = u)
(u.0Uu2 TIU 1.U0 1)
(i.Ooui 'naw~ . u = 2)
(SELoUl TniRU 10.0 3)
(Iu.001 l liW 2u.0 =4)

k2J.o01 THiRU 50.0 5)
(SO.U01 TLIRU 100.0 U)
(10u.UOI Tn±RU 150.0 -7)
(13o.UUl THRiU 200.0 = 8)
(200U.001 THIRU HIGEST = 9)

UL. ozUUIFILLS ALL
F±(C0 JaNCIUS INTEGLR=CPU(0, 10) TAPE.LO(0,9)
OPTIONS 3,6,8
6 I'AT I br I :S ALL

* LsOk
RU-4 WA IL cysEH;K rtiRupjr i[.,4ALYsis
G'eV F1Ut PIF ILC
VALUE LABLLS TtiRUPUT (lLESS TIAci A '4INUTE (2)1-5 .411W (3)5-lu ;UIN

(4)10-20 141N (5)20-30 MIN (0)30-6U .4N
(7)u0-9U .41IN (J)9U-120 AIN (9)2-3 HRS
(10)3-r, IIRS (11)MURE THAN b

r$ECODE TiRUI'UT(LOWLjT TIIRU 1.0 = 1)
(1.001 TiIRU 5.0 = 2)
(5.OJl THU 10.0 - 3)
(10.001 TIIRO 20.0 - 4)
(2U.601 'ruRo 30.0 - 5)
(30.001 rF4Ru bu.o - 6)
(6o.oU1 TIIRU 9U.0 = 7)
(9U.001 TIURO 12U.0 = )
(12u.301 rixIRU 18.u =9)

(180.001 uiwU 300.0 -10)
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LeRoy Talmnadge Bondurant was born in ColumbuLs, Ohio, on 1- irurary 27, 1938. He
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completing the Associate in Science, Computer Technology dcgrc. at Siriclktir College,

Dayton, Ohio, in September, 1970. He then graduated from Wri ;it State University,
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Permanent address: 668 Omnar Circle

Yellow Springs, Ohio 45387

102



): T VF C : 7.r % (( Al I)'. U' 1.iS+~ 'A.,t (W ,,e Il i ptred)
T -I A ?., I t- , ,-d

REPORT DO-1UMENTATION PAGE t fl1 N

I -- PNR, NUMBER VT A ESSON NO IR-- .l F.. AT .,.," .. R

4 TiTLF end S.,bt I..- S T)'IF O
- 

HEPORT r) . i,

TIIli Ur AIJ.AiJY2IS OF AIT, CYBER 73 C(EIITFS I flZS i 1.;;IS

6 P V RI-o I-tIMId'4; oq(, s l R I '1 T, NUM I 4R

7 AUTIIOR(e) 8 CU NIFIAI:r')R RAN7 ~M.HlRi
LeIoy T. Bondurant
Civ USA'F

9 PERFORMING ORGANIZATION NAME AND ADDRESS 0 PROGI'AM LLIM4 N f. PRGJICT. TASK

AREA l WONRK uNIT NuMBERS

Air !,orce Instittite of Technology (AFIT/EN)
Wright Patterson A:'],, Ohio 1+51133

I1. CONTROLLING OFFICE NAME AND ADDRESS 12 REPORT 0, rE

Directorate of Technical - upport AW'CI/LMITI) I

Air Porce Logistics Command 13 NUMBER OF PACES

'.right Patterron APB, Ou 45433 172
14 MONITORING AGENCY NAME & ADDRESS(II dillerent It-n, Cot-inuollJnd OlIce) 15. SECURITY -LASS (f this repnrt)

Unclassified

IrS.. DIECiiASIFICtI(54 DOANGRAAING
SCHEDULE

IS DISTRIBUTION STATEMENT (of thile Report)

Approved for public release; distribution unlimited

17 DISTRIBUTION STATEMENT (of the betrat entered in Block 20, It different from Report)

1 5 APR
10 SUPPLEMENTARY NOTES

Approved for public release- lAW AFR 190-17 Dean for Research andProfessional Development

MR -,- USAJ., C Air Force Institute of Technology (ATC

FirTecor EoL _lc A airs v Wright-Patterson AFB, OH 45433
19 KEY WOROS (Conrtieui 0 ree. e "ido it nec.&-rv v.d I,if),.ly -y hl,,,h n,-mbt-ri

Computer Performance Evaluation
Cyber 73
Thruput Analysis

20 ABSTRACT (Continu. on r... rer. de it nec re I I, h-Ah....... Au.,aa

AFLCO' Cyber 73 Computer 3.ystem is portrayed nd analyzed to understand

its multiprogramming and scheduling policy and the effect of those

policies on the processing of the existing workload. The computer's exist-

ing workload is then characterized and represented in statistical explana-

tory models to show specific processing areas where job elongation could

C occur. The models are subsequently adjusted according to hyrothesized
changes to the systems hardware/software to test whether elongation points

can be reduced or eliminated. Conclusions indicate a 31 percent reduction

P', 2 , 1473 ,,, I' IN ,41 1 r I ' S IS O SOL
DO 73 UNCIA.SSIFIE 1D

4'4



Fin job turnarolird time tiirou.-h tic itar,1evicntitio i of Lix v' rdwitre,.r ftvxre

UNCL.ASSIFIE~D




